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“In order for the light to shine so brightly, the darkness must be present.”

Francis Bacon
Calibration of medical displays is important in order for images to be displayed consistently. A consistent appearance ensures that all images are always perceived in the same way regardless of display device, location and time. Since a true consistent appearance requires displays with equal luminance ranges, which is neither practically achievable nor desirable, the aim of a calibration is rather to obtain a consistent distribution of perceived contrast throughout the gray-scale. An inconsistent contrast distribution may lead to an increased workload when reviewing and possibly an erroneous diagnosis. It is also important that a display calibration utilizes the luminance range of a display as efficiently as possible by avoiding gray-scale regions with low contrast. The widely used DICOM part 14 calibration method, the grayscale standard display function (GSDF), meets these necessary requirements for a large range of display settings. However, the GSDF does not account for the limited range of the human visual system (HVS) to detect low-contrast objects when adapted to a certain luminance level, so called fixed adaptation. The luminance range of modern displays is increasing, which is beneficial since the overall contrast increases, but when calibrated to the GSDF, an increasing luminance range compromises the intention of consistent contrast distribution and an effective use of the gray-scale.

The main aim of this thesis was to determine the properties of the HVS under conditions of fixed adaptation, and to use this information to derive a new calibration method that compensates the GSDF for fixed adaptation, thereby extending the original intentions of the GSDF for displays with a large luminance range. In order to study contrast properties of the HVS on medical displays under realistic conditions for a radiologist, a method using an extended image bit-depth together with a sub-pixel modulation technique, was developed to display sinusoidal test patterns close to the detection threshold. These patterns were used in several observer studies with different display luminance ranges and ambient lighting conditions.

The results show how the ability to detect low-contrast patterns, using equipment and viewing conditions typical for a radiology department, decreases when the difference between the luminance of a pattern and the adaptation luminance increases. A new calibration method is presented that compensates the GSDF for fixed adaptation, provided that the adaptation luminance is known. The new calibration method was, in an evaluation study, found to distribute the perceived contrast more consistently on high luminance range displays than the GSDF. Other results show that only the average luminance in an image, not the luminance distribution, affects the adaptation level. Also, light from outside the display may reduce the ability of an observer to detect low-contrast objects, especially when the luminance surrounding the display is greater than the average luminance of the display.
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ABSTRACT

Calibration of medical displays is important in order for images to be displayed consistently. A consistent appearance ensures that all images are always perceived in the same way regardless of display device, location and time. Since a true consistent appearance requires displays with equal luminance ranges, which is neither practically achievable nor desirable, the aim of a calibration is rather to obtain a consistent distribution of perceived contrast throughout the gray-scale. An inconsistent contrast distribution may lead to an increased workload when reviewing and possibly an erroneous diagnosis. It is also important that a display calibration utilizes the luminance range of a display as efficiently as possible by avoiding gray-scale regions with low contrast. The widely used DICOM part 14 calibration method, the grayscale standard display function (GSDF), meets these necessary requirements for a large range of display settings. However, the GSDF does not account for the limited range of the human visual system (HVS) to detect low-contrast objects when adapted to a certain luminance level, so called fixed adaptation. The luminance range of modern displays is increasing, which is beneficial since the overall contrast increases, but when calibrated to the GSDF, an increasing luminance range compromises the intention of consistent contrast distribution and an effective use of the gray-scale.

The main aim of this thesis was to determine the properties of the HVS under conditions of fixed adaptation, and to use this information to derive a new calibration method that compensates the GSDF for fixed adaptation, thereby extending the original intentions of the GSDF for displays with a large luminance range. In order to study contrast properties of the HVS on medical displays under realistic conditions for a radiologist, a method using an extended image bit-depth together with a sub-pixel modulation technique, was developed to display sinusoidal test patterns close to the detection threshold. These patterns were used in several observer studies with different display luminance ranges and ambient lighting conditions.

The results show how the ability to detect low-contrast patterns, using equipment and viewing conditions typical for a radiology department, decreases when the difference between the luminance of a pattern and the adaptation luminance increases. A new calibration method is presented that compensates the GSDF for fixed adaptation, provided that the adaptation luminance is known. The new calibration method was, in an evaluation study, found to distribute the perceived contrast more consistently on high luminance range displays than the GSDF. Other results show that only the average luminance in an image, not the luminance distribution, affects the adaptation level. Also, light from outside the display may reduce the ability of an observer to detect low-contrast objects, especially when the luminance surrounding the display is greater than the average luminance of the display.
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POPULÄRVETENSKAPLIG SAMMANFATTNING


Resultaten från de olika observatorsstudierna i denna avhandling visar bl.a. hur mycket förmågan att detektera små kontraster minskar då testmönstret visas vid en annan ljusstyrka än den som ögat är anpassat till. Denna information har använts för att kompensera den existerande kalibreringsstandarden för egenskaperna hos det mänskliga synsystemet och på så sätt åstadkomma en jämn fördelning av uppfattad kontrast, även hos bildskärmar med stora ljusomfång.
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# ABBREVIATIONS

2AFC | Two alternative forced choice  
AUC | Area under the curve  
CI | Confidence interval  
CIE | International commission on illumination (commission internationale de l’éclairage)  
CRT | Cathode ray tube  
CSF | Contrast sensitivity function  
CT | Computed tomography  
d’ | Detectability index  
DDL | Digital driving level  
DICOM | Digital imaging and communications in medicine  
FOM | Figure of merit  
GSDF | Grayscale standard display function  
GSDFFAC | Fixed adaptation compensated GSDF  
HVS | Human visual system  
JND | Just noticeable difference  
LCD | Liquid crystal display  
lsb | Least significant bit  
LED | Light emitting diode  
LUT | Look-up-table  
MAFC | Multiple alternative forced choice  
msb | Most significant bit  
MRI | Magnetic resonance imaging  
PC | Percent correct  
p-value | Presentation value  
ROC | Receiver operating characteristics  
SDK | Software development kit  
VGC | Visual grading characteristics
DEFINITIONS IN SHORT

Brightness Apparent luminance
DICOM standard target A 2° by 2° square filled with a horizontal or vertical grating with sinusoidal modulation of 4 cycles per degree. The square is placed in a uniform background of a luminance equal to the mean luminance of the target.
Illuminance Light incident on a surface [lx]
Lambertian Diffuse surface with a cosine-shaped angular light distribution
Lightness Apparent reflectance
Luminance Light emitted from a surface in a specified direction [cd/m²]
Photometry Measurement methods for the properties of visible light
Psychophysics Relationships between physical stimuli and perceived sensations
Radiometry Measurement methods for the properties of radiant energy
Standard colorimetric observer CIE description of human spectral sensitivity to visible light

X-ray imaging technology has been available for more than a century. Historically, the most common way of displaying images has been by using analogue film on light-boxes. Later inventions, such as computed tomography (CT) and magnetic resonance imaging (MRI) were natively digital, and although the possibility of reviewing digital images on computer displays existed, the display quality was usually too low and images were therefore printed on transparent film and viewed on light boxes together with traditional X-ray images. In the mid 1990’s, the technology to replace the traditional analogue equipment became available. Image intensifying screens and films were replaced by storage phosphor plates and digital detectors using cesium iodide or selenium. Film archives were replaced by local networks and computer hard drives. The old light-boxes were no longer needed and computer displays took their place.

Light-boxes definitely had their drawbacks such as mechanical problems and broken light sources. Film sheets were lost in them and mounting/removing images required a lot of manual work. Although the displayed image quality was far from ideal, it was fairly consistent. The characteristics of the X-ray film varied very little and film processing was monitored carefully. Bright light-boxes lit up the viewing room, thereby reducing the fluctuations in perceived contrast due to variations in room illumination. Computer displays are much more heterogeneous as a group. There are large variations in luminance range, reflective properties and grayscale transformation, causing large variations in image rendering. Also, since image processing and display properties both determine the appearance of an image, different display properties require different image processing in order to achieve equal appearance. If a radiographer applies image processing to an image displayed at the imaging modality workstation and sends it to a review workstation where it is viewed on another display, the image will not be rendered as intended if the two displays are not calibrated in the same way. One and the same digital image may be perceived differently depending on factors like, for example, luminance range, display calibration and room lighting. Radiologists seldom have time to adjust the image processing for every image, and even if they do, the outcome will be dependent on the radiologist. Many medical images are compared to images taken at previous occasions in order to detect physiological differences in the patient, and it is important that differences in displayed images are not caused by differences in image processing and/or display properties. An incorrectly calibrated display can also cause details to be displayed with such a low contrast that they are invisible, possibly resulting in an erroneous diagnosis.

However, displays together with a digital workflow can significantly enhance image quality by using advanced image processing. Small details in an image can be enhanced by digital magnification. Details with little contrast can be enhanced by software alteration of the grayscale transformation. In order to fully benefit from these digital advantages, the problem with inconsistent rendering must be addressed.

The topic of this thesis is calibration of displays used for viewing medical monochrome images. Digital images consist of pixels, where the value of each pixel represents the recorded intensity of the imaged object. Depending on imaging technique, pixel values represent completely different physical properties. Pixel values in images obtained using imaging modalities like, for
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The topic of this thesis is calibration of displays used for viewing medical monochrome images. Digital images consist of pixels, where the value of each pixel represents the recorded intensity of the imaged object. Depending on imaging technique, pixel values represent completely different physical properties. Pixel values in images obtained using imaging modalities like, for
example, MRI, CT, ultrasound or photographic camera can only be understood correctly in the context of the used imaging technology. Display calibration only includes the perception of pixel values and not the production of pixel values, but in order to illustrate what pixel values in a medical image represents, and also to explain some of the terminology used, an example is given below where pixel values are obtained using traditional X-ray imaging.

The relationship between properties of an X-rayed object and the perceived light intensity in the displayed X-ray image is schematically described in Figure 1. The first quadrant shows the attenuation of exposed homogenous objects. As the object thickness increases, the detector signal decreases exponentially. (This simplified explanation is fully valid only for narrow-beam geometry without scattered radiation and with monoenergetic photons.) A logarithmic transformation is then usually applied to the detector signal, as shown in quadrant II, and stored as pixel values. By using a logarithmic transformation, the pixel values will be linearly related to object thickness. The pixel values in quadrant II are reversed in order for thick objects to be represented by high pixel values. This is natural for ordinary X-ray imaging since high input values to computer displays represents white. For fluoroscopy, where dense objects are displayed as black, it would have been better to use non-reversed pixel values. Some systems use a linear transformation between detector signal and pixel value, although this requires a higher number of bits per pixel in order to reduce quantization effects.

Apart from any detector corrections, such as offset or pixel gain corrections, the pixel values represent unprocessed image data, at least according to the terminology used by the DICOM standard (Digital Imaging and Communications in Medicine). The pixel values can then be altered by image processing, such as window/level adjustments or edge enhancement, either

---

**Figure 1:** Schematic view of the relationship between properties of an X-rayed object and the perceived light intensity in the displayed X-ray image. Display calibration is represented by quadrant III. All four axes represent increasing values with increasing distance from the origin. DDL (digital driving level) is the input signal to a display device and GSDF is the grayscale standard display function.
by the imaging modality or by attributes (a.k.a. tags) stored together with the pixel data in the DICOM format. The DICOM standard contains attributes for various grayscale transformations, such as window/level adjustments and corrections for several pixel value encodings (relationships in quadrant II). Note that the implied assumption of linearity between object thickness and pixel value is a simplified model that is even less valid today than it was when using X-ray film technology. The traditional S-shaped film characteristic curve was nonlinear and today modern image processing such as dynamic range compression has an even larger influence on image appearance. The processed pixel values intended for display are called p-values (presentation values), which are device independent values in a perceptually linear grayscale space intended for display on devices calibrated according to part 14 in the DICOM standard: grayscale standard display function (GSDF),1 see section 3.4. The p-values are sent to the graphics board of the computer where they are converted to digital driving levels (DDLs) and used as input to a display device. This takes us to the lower part of Figure 1 and into the field of display calibration, the topic of this thesis.

The perceived light intensity is, more or less, logarithmically related to the displayed luminance (quadrant IV), and in order to obtain linearity between DDLs and perceived light intensity, an inverse to this relationship is needed in quadrant III. The relationship in quadrant III between DDL and luminance is determined by the display calibration (or lack thereof). A close match between the relationships in quadrant III and IV is necessary in order to display images consistently between different display devices without the need for adjustments of the grayscale transformation for every image. Unfortunately, the perceived light intensity as a function of luminance is complex and depends on numerous factors such as luminance level, luminance range and observed object.

The GSDF is probably the most used standard for calibration of displays in the field of medical imaging. This part of the DICOM standard defines the display grayscale transformation between the endpoints, which are the maximum and minimum luminance of a display. The endpoints determine the luminance range of the display, but are not defined by the standard. This means that all displays can be calibrated although their luminance outputs and ranges vary greatly. Obviously, images displayed on different devices will not appear exactly the same. This is intentional and the purpose of the standard is rather to distribute the available contrast evenly throughout the grayscale. In this way, a difference of a given number of pixel values will appear with the same contrast in all parts of the grayscale. However, a display with a large luminance range will still show this pixel difference with a higher contrast. Unfortunately, since the GSDF is defined only by the extreme luminance values of a display, while the relationship in quadrant IV is rather complex, a close match between the two functions is not always possible. As a result, the perceived contrast will in many cases not be evenly distributed throughout the grayscale.

The GSDF is based on several studies3–16 compiled by Barten.17, 18 Although their results are still very useful, most of these studies were performed in the 1960’s and 1970’s, so their primary objective was obviously not to improve the quality of digital radiography. New studies are needed that investigate how contrast is perceived on modern displays in an environment typical for a radiology reading room. Today, medical grade displays are very bright and capable of displaying images with a high luminance range, an effect that is not accounted for by the
GSDF. Images displayed on devices with vastly different luminance ranges will not be perceived as having similar contrast distributions, even though they are calibrated according to the GSDF. As a result, consistent image appearance across different display devices will be difficult to obtain. There is also a possibility that subtle details in an image will potentially be missed. Another aspect to consider is the lighting level in radiology reading rooms. Lighting conditions in radiology reading rooms can vary substantially and light originating from outside the display could possibly influence the contrast sensitivity of a radiologist. More studies are needed in order to obtain knowledge of how contrast perception is influenced by effects like display luminance range and ambient illumination. Contrast perception is preferably studied using observer studies where patterns with a contrast close to the detection threshold are displayed and evaluated on digital displays. By knowing how the contrast sensitivity varies with different luminance conditions, it is then possible to derive an alternative display calibration that enables images to be perceived with a more uniform contrast distribution on a wider range of display settings than the GSDF.
2 AIMS

The overall aim of the present thesis was to quantify changes in perceived contrast due to different display luminance settings and different illuminance conditions in order to derive a new calibration method that enables images to be perceived as having equally distributed contrast for a wide range of lighting conditions.

The specific aims of the separate studies were:

I. to theoretically quantify changes in perceived contrast when using displays with various luminance ranges.
II. to develop a method to determine the contrast thresholds using sinusoidal test patterns on modern displays under clinically relevant conditions in observer studies.
III. to investigate the effects of ambient lighting on the perceived contrast.
IV. to develop a display calibration method that enables images to be perceived as having equally distributed contrast for a wide range of lighting conditions.
3 THEORETICAL BACKGROUND

The science of display calibration requires knowledge of light – how it measured (section 3.1) and perceived (section 3.2) by the human visual system (HVS). As displays are part of larger digital display systems with computers and graphic boards (section 3.3), knowledge of technical details about signal transfer and contrast properties in all parts of the imaging chain is important in order to calibrate a display. The principle behind the GSDF (section 3.4) must also be understood together with the technical limitations imposed by the display system. The limitations of the validity of the GSDF (section 3.5) must also be known in order to understand the potential benefits of a new calibration. A new calibration method requires information about the response of the HVS to various luminance conditions, and this response is studied by using test patterns close to the detection threshold in observer studies (section 3.6). The new calibration method can be evaluated in subjective observer studies by using visual grading characteristics (VGC) (section 3.7).

3.1 Photometry and radiometry

While radiometry describes the physical properties of radiant energy (including light from infrared to ultraviolet), photometry describes the human perception of visible light. A description of the response of the HVS to wavelengths within the visible spectrum is given by the International Commission on Illumination, CIE (Commission Internationale de l’Eclairage). Photometric quantities are obtained by applying the CIE standard colorimetric observer (Figure 2) to the radiometric quantities.

![Figure 2: CIE standard colorimetric observers for photopic vision (light adapted eye, >3 cd/m²) and scotopic vision (dark adapted eye, <0.01 cd/m²).](image-url)
The radiometric and photometric quantities with corresponding units are shown in Table 1. Energy-saving light bulbs are usually described by their luminous power in lumen, which is a measure of the total amount of emitted visible light per second. In the field of display calibration, the most commonly used quantities are illuminance (incident light on a surface) and luminance (light from an area emitted in a specified direction).

Table 1: Radiometric and photometric quantities and units. The candela (cd) is the luminous intensity, in a given direction, of a source that emits monochromatic radiation of frequency $540 \times 10^{12}$ hertz and that has a radiant intensity in that direction of $1/683$ watt (W) per steradian (sr). The unit for luminous power is lumen (lm).

<table>
<thead>
<tr>
<th>Radiometry</th>
<th>Source power</th>
<th>Power per unit area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source power</td>
<td>Radiant power [W]</td>
<td>Irradiance [W/m²]</td>
</tr>
<tr>
<td>Power per unit solid angle</td>
<td>Radiant intensity [W/sr]</td>
<td>Radiance [W/(m²×sr)]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Photometry</th>
<th>Source power</th>
<th>Power per unit area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source power</td>
<td>Luminous power [lm]</td>
<td>Illuminance [lx=lm/m²]</td>
</tr>
<tr>
<td>Power per unit solid angle</td>
<td>Luminous intensity [cd=lm/sr]</td>
<td>Luminance [cd/m²=lm/(m²×sr)]</td>
</tr>
</tbody>
</table>

Since a full solid angle is $4\pi$ steradians (sr), a light source with $4\pi$ lumen will emit 1 lumen of luminous power within a solid angle of 1 steradian. The amount of luminous power within the solid angle is constant, but the cross-sectional area defined by the solid angle increases with distance from the light source, causing a decrease in illuminance, see Figure 3. The unit for illuminance is lm/m², or lux (lx).

![Figure 3: Illustration of illuminance.](image)

A Lambertian surface (see section 3.3.3 for a more detailed description) with a luminous emittance of $\pi$ lm/m² will emit 1 lm of luminous power per square meter into a solid angle of 1 steradian, see Figure 4. Thus, the luminance is 1 lm/(m²×sr), or 1 cd/m². When the viewing distance is increased, the sampled area covered by the solid angle increases, and the larger area emits more light into the solid angle. Since luminance is the amount of light emitted within a solid angle per unit area, these two effects cancel each other out, making luminance independent of distance.
3.2 Perception of light

Although properties of the human visual system are included in the definition of luminance, it is still a well-defined quantity. The CIE standard colorimetric observer that is included in the definition of luminance describes the response of a typical human observer, and luminance meters can therefore be properly calibrated. Unfortunately, at least from a scientific viewpoint, the human visual system is far from an ideal luminance meter. Our perception of light is complex and very difficult to describe by mathematical models. The human eye is capable of adapting itself to 14 decades of light intensity, but once adapted to a certain level, the absolute luminance level has very little influence on our perception. The fact that the luminance difference between an indoor office environment and a sunny day outside can be several decades usually goes unnoticed once the eye has adapted itself to the new luminance level. Instead of being an accurate luminance meter, the human visual system is very capable of detecting low-contrast objects within a limited luminance range. The psychophysics quantities most commonly used to describe our perception of light are brightness and lightness, but unfortunately they are not strictly defined.

Brightness is defined by the CIE as “The attribute of a visual sensation according to which a given visual stimulus appears to be more or less intense, or according to which the area in which a visual stimulus is presented appears to emit more or less light”. Historically, it has been used to describe both luminance and perceived luminance. The brightness of a source varies with the adaptation level, and the flame of a lit candle, for example, can be experienced as being bright in a dark room but almost invisible in sunshine. Lightness, on the other hand, is defined by the CIE as “The attribute of a visual sensation according to which the area occupied by the visual stimulus appears to emit more or less light in proportion to that emitted by a similarly illuminated area perceived as a ‘white’ stimulus”. Lightness is a description of the property that makes a white piece of paper appear white and a black piece of paper appear black, regardless of luminance level. A black piece of paper exposed to sunlight is still perceived as black, and a white piece of paper in a dim indoor lighting is still perceived as white, even though the reflected luminance from the black piece of paper may be several magnitudes higher. Lightness is independent of luminance level. Other commonly used definitions of brightness and lightness are “apparent luminance” and “apparent reflectance”, respectively.
Many display calibration models, such as CIELab, are based on the relationship between relative luminance and lightness and several descriptions of this relationship has been presented during the last century. Albert Munsell, creator of the Munsell color system more than one hundred years ago, was indecisive whether to use a square root approximation or a logarithmic curve as proposed by the earlier works in psychophysics by Weber and Fechner. The relationship between relative luminance and lightness (Eq. 1 and Figure 5) is presently, according to CIELab, described by a function close to a cube-root curve, consistent with the general power-law descriptions of psychophysics formulated by Stevens. However, close to black the relationship is linear:

\[ L^* = 116f\left(\frac{Y}{Y_n}\right)-116, \tag{1} \]

where

\[ f\left(\frac{Y}{Y_n}\right) = \begin{cases} \frac{941}{108Y_n} + \frac{4}{29} & \text{for } \frac{Y}{Y_n} \leq \left(\frac{6}{29}\right)^3 \\ \left(\frac{Y}{Y_n}\right)^{1/3} & \text{for } \frac{Y}{Y_n} > \left(\frac{6}{29}\right)^3 \end{cases}, \tag{2} \]

where \( L^* \) is the lightness and \( Y/Y_n \) is the relative luminance.

**Figure 5: CIE relationship between relative luminance and lightness as described by Eq. 1 and Eq. 2.**

Although the lightness can be described by Eq. 1, it is only valid for large homogenous surfaces. Lightness is also affected by the spatial luminance distribution. For example, two areas having the same luminance but placed in differently bright backgrounds will not be perceived as having the same lightness. Parameters that influence lightness include shadows, reflections and angle of illumination. Plenty of images describing lightness effects are available by searching the internet. Recommended keywords are, for example, checker shadow illusion and Koffka ring illusion. Also, a paper by Anderson describing how the lightness of an object is affected by interference with the background is highly recommended.
3.3 Display systems

Displays are available in a large variety of sizes and resolutions. There are also numerous other properties than size and resolution that will influence the behavior of a display, some of which are explained below.

The spatial resolution is determined by the pixel density of the display, which in turn is determined by the physical size of the display and the number of pixels. Each pixel usually consists of three subpixels that, in a color display, control the amount of red, green and blue.

The luminance range is determined by the white point (maximum luminance) and the black point (minimum luminance). A liquid crystal display (LCD) uses some sort of backlight, such as fluorescent tubes or light emitting diodes (LEDs), to produce light and modulates the light output using liquid crystals.\textsuperscript{33, 34} The power of the backlight largely sets the white point while the black point is limited by the light blocking properties of the liquid crystals. Also, the black point is very dependent on room illumination level and screen reflections.

The luminance resolution is determined by the luminance range together with the number of unique luminance levels that the display is capable of producing. Lower-end displays are usually limited to 256 (8 bits) luminance levels while higher-end displays rarely has less than 1024 (10 bits).\textsuperscript{35, 36}

The mere fact that a display is capable of producing a large number of luminance levels does not mean it can display all of these simultaneously. The number of simultaneously displayed luminance levels is limited by the input side of the display. In most cases, this is limited to 256 DDLs (8 bits). In order to display 1024 gray levels (10 bits) at the same time, it is necessary to also have a display capable of 10-bit input together with 10-bit capable display cable, graphics board and image display software.

The relationship between the DDLs and the output luminance levels is, on higher-end displays, determined by a look-up-table (LUT). By adjusting this LUT it is possible to calibrate the display according to some standard, like the GSDF. This is also where the high number of possible luminance levels becomes beneficial; for every DDL, the available output luminance is closer to the ideal luminance, see section 3.4.3 “Quantization effects”.

3.3.1 LUT

A LUT is basically a simple table where every input value has a corresponding output value. Technically, it can be described as an array of output values where the input values are determined by the positions in the array. The size of a LUT is important as it affects the accuracy of a display calibration. By using a LUT of insufficient size, the number of grayscale levels may even be reduced. It is possible, and quite common, for the input and output side to be of different sizes. On the input side, the size is determined by the number of positions in the array where every position contains a value within a given range. This range determines the output size of the LUT. Since computers use binary numbers (base 2) instead of decimal numbers (base 10), a range of numbers is usually expressed by the number of bits where each
bit can take the value 0 or 1. For example, a LUT with a size of 8 bits on the input side and 10 bits on the output side will be an array with 256 (2^8) positions where each value is in the range from 0 to 1023 (2^10 values). See Figure 6 for an example.

<table>
<thead>
<tr>
<th>Position 0</th>
<th>Position 1</th>
<th>Position 2</th>
<th>...</th>
<th>Position 255</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 0 0 0 0 0 0 0 1 0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 6: Illustration of a LUT with a size of 8 bits on the input side and 10 bits on the output side. The binary value in position 1 corresponds to the decimal value 4.*

LUTs only contain integer values but are typically used to describe complicated functions. The ideal output value may be a fractionated value but has to be truncated to the nearest integer value. In Figure 7, a LUT with 8-bit size on both the input and output side is used to represent a function with a slope of 0.5. Since fractions are truncated, the 256 unique input values have been reduced to 128 and a large part of the original information has been lost. In this case, a LUT with 9 or more bits on the output side would have increased the resolution and kept all 256 output values unique.

8 bit in ; 8 bit out ; Slope 1.0  
0 1 2 3 4 5 ... 255

8 bit in ; 8 bit out ; Slope 0.5  
0 1 1 2 2 ... 127

*Figure 7: Example of truncation errors in LUTs. The two LUTs represent linear functions with different slopes. The output values are expressed in decimal notation.*

In a display system, LUTs are used in order to modify the contrast properties of displayed images and can be found in different parts of the imaging chain. High-end medical displays have internal LUTs used for display calibration, but LUTs are also found in most computer graphic boards and, sometimes, LUTs are present in imaging software. An illustration of the LUTs available in a display system is shown in Figure 8. Every pixel in an image contains a pixel value that can be altered, by image processing and/or by LUTs. Pixel values and output values from the software LUT and Graphic board LUT are numerical values without any physical meaning. The output values from the display LUT, however, correlate to specified luminance outputs. The graphic board LUT on computers running Windows operating system has a size of 8 bits on the input side and 16 bits on the output side. The large output size enables smooth LUT functions with minimal truncation errors. It is also possible to use advanced display devices that utilize more than 8 bits as input.
The output value of one LUT is used as input value to the next LUT. If the output size of a LUT is different from the input size of the next LUT, the LUT output values have to be scaled accordingly, see Figure 9. Downscaling is performed by removing the surplus number of least significant bits. Upscaling is performed by adding the missing number of bits in the least significant position.

Color graphic boards have one LUT for each color channel (red, green and blue). Color displays with internal LUTs usually also have one LUT for each color channel, although it is possible that only one LUT exists that applies to all color channels simultaneously.

### 3.3.2 Displayed image luminance resolution

By increasing the luminance resolution, more grayscale and color levels can be displayed simultaneously. A display with 8-bit DDLs can display 256 grayscale levels and more than 16 million colors, and for a display with 10-bit DDLs these numbers increase to 1024 grayscale levels and approximately $10^9$ colors. For a display system to be able to show 10-bit images with full luminance resolution, a number of factors must be fulfilled. The image itself must contain the desired bit depth and 10-bit support must also be available through the whole imaging chain, including imaging software, operating system, graphics board, display cable and the display itself. Images displayed by standard methods will be limited to 8 bits since standard graphic boards only accept 8-bit input values. In order to display 10-bit images with
full luminance resolution, the graphic board must be bypassed by using a direct display mode, such as DirectX\(^37\) or OpenGL\(^38\) with 10-bit support.

### 3.3.3 Surface angular luminance distribution

A Lambertian surface is a diffuse surface that emits light with a cosine-shaped angular distribution (Figure 10).\(^39\) Most light is emitted perpendicular to the surface (0°) and the light emission decreases with increasing angle until it reaches zero at a direction parallel to the surface (90°). Many light-emitting surfaces like cathode ray tubes (CRTs) or diffuse projection screens are close to Lambertian surfaces, while light emitted from an LCD tends to decrease more rapidly with increasing angle. When luminance is measured on a Lambertian surface, the measured value is independent of the angle of measurement. As the angle of measurement increases, the increase in surface area covered by a solid angle will exactly compensate the decrease in light emission in that angle, and the two effects cancel each other out.

![Lambertian surface and non-Lambertian surface](image)

*Figure 10: Angular luminance distribution from a Lambertian surface (left) and from a surface with more forward directed light, such as an LCD (right)*

### 3.4 DICOM PART 14 (GSDF)

The GSDF is a standard that addresses visual consistency in image display.\(^2\) It was included as a separate part of the DICOM standard in 1996 and is now used in many radiology departments worldwide.\(^40\) The primary objective of the GSDF is to define a single mathematical function that relates display input values to luminance output levels over a wide luminance range. The secondary objective is to provide some degree of similarity of grayscale rendition on display systems of different luminance range and also to use the number of available gray levels efficiently. The GSDF provides luminance levels that will be neither too close, where two neighboring values might be indistinguishable, nor too far apart, which could cause contour lines in the image.

A common interpretation of the GSDF is that it will distribute the contrast uniformly throughout the luminance range. However, although GSDF is defined for a very large luminance range, calibrated displays with large differences in luminance range will not have similar contrast distributions. The GSDF is best suited for displays with a low luminance range. For increasing luminance ranges, the secondary objective becomes increasingly less valid.
3.4.1 Background

The GSDF is based on studies where the smallest changes in contrast detectable by the human visual system were studied.\textsuperscript{17, 18} The contrast thresholds at different luminance levels were determined by using patterns with contrasts close to the detection thresholds in observer studies. In Figure 11, results similar to those obtained in the observer studies are shown, although the exact values in the left part of the figure are calculated from the GSDF (Eq. 3 and Eq. 4). The contrast required in order for the DICOM standard target\textsuperscript{*} to be visible varies with luminance. For example, at 1 cd/m\textsuperscript{2}, a contrast of 2.5\% is necessary, while a contrast of 0.7\% is sufficient at 1000 cd/m\textsuperscript{2}. One such increase in luminance is called a just noticeable difference (JND) and each luminance level (separated by one JND) is called a JND index, e.g. if one JND index is at 1.0 cd/m\textsuperscript{2}, the next JND index will be at 1.025 cd/m\textsuperscript{2}, and if one JND index is at 1000 cd/m\textsuperscript{2}, the next JND index will be at 1007 cd/m\textsuperscript{2}.

The GSDF describes the relationship between JND index and luminance. By changing the JND index by one, the luminance will change just enough to make a noticeable difference to an observer.

The mathematical relationship between JND index \((j)\) and luminance \((L)\) is:\textsuperscript{2}

\[
\log_{10} L(j) = \frac{a+c \times \ln(j)+e \times (\ln(j))^2+m \times (\ln(j))^4}{1+b \times \ln(j)+d \times (\ln(j))^2+f \times (\ln(j))^3+h \times (\ln(j))^4+k \times (\ln(j))^5}, \tag{3}
\]

where

\[
\begin{align*}
a &= -1.3011877 & b &= -2.5840191 \times 10^{-2} & c &= 8.0242636 \times 10^{-2} \\
d &= -1.0320229 \times 10^{-1} & e &= 1.3646699 \times 10^{-1} & f &= 2.8745620 \times 10^{-2} \\
g &= -2.5468404 \times 10^{-2} & h &= -3.1978977 \times 10^{-3} & k &= 1.2992634 \times 10^{-4} \\
m &= 1.3635334 \times 10^{-3} & \\
\end{align*}
\]

The inverse relationship is described by the function\textsuperscript{2}

\[
L(j) = \frac{a+c \times \ln(j)+e \times (\ln(j))^2+m \times (\ln(j))^4}{1+b \times \ln(j)+d \times (\ln(j))^2+f \times (\ln(j))^3+h \times (\ln(j))^4+k \times (\ln(j))^5}, \tag{4}
\]

\textsuperscript{*} The DICOM standard target is a 2° by 2° square filled with a horizontal or vertical grating with sinusoidal modulation of 4 cycles per degree. The square is placed in a uniform background of a luminance equal to the mean luminance of the target.
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The GSDF is based on studies where the smallest changes in contrast detectable by the human visual system were studied.\textsuperscript{17, 18} The contrast thresholds at different luminance levels were determined by using patterns with contrasts close to the detection thresholds in observer studies. In Figure 11, results similar to those obtained in the observer studies are shown, although the exact values in the left part of the figure are calculated from the GSDF (Eq. 3 and Eq. 4). The contrast required in order for the DICOM standard target to be visible varies with luminance. For example, at 1 cd/m\(^2\), a contrast of 2.5\% is necessary, while a contrast of 0.7\% is sufficient at 1000 cd/m\(^2\). One such increase in luminance is called a just noticeable difference (JND) and each luminance level (separated by one JND) is called a JND index, e.g. if one JND index is at 1.0 cd/m\(^2\), the next JND index will be at 1.025 cd/m\(^2\), and if one JND index is at 1000 cd/m\(^2\), the next JND index will be at 1007 cd/m\(^2\).

The GSDF describes the relationship between JND index and luminance. By changing the JND index by one, the luminance will change just enough to make a noticeable difference to an observer. The mathematical relationship between JND index (j) and luminance (L) is:

\[
j(L) = A + B \times \log_{10}(L) + C \times (\log_{10}(L))^2 + D \times (\log_{10}(L))^3 + E \times (\log_{10}(L))^4 + F \times (\log_{10}(L))^5 + G \times (\log_{10}(L))^6 + H \times (\log_{10}(L))^7 + I \times (\log_{10}(L))^8,
\]

where

\[
\begin{align*}
A &= 71.498068 & B &= 94.593053 & C &= 41.912053 \\
D &= 9.8247004 & E &= 0.28175407 & F &= -1.1878455 \\
G &= -0.18014349 & H &= 0.14710899 & I &= -0.017046845.
\end{align*}
\]

The luminance range covered by the GSDF spans from 0.05 to 4000 cd/m\(^2\) but the standard does not specify any requirements on what luminance range should be used for a particular display. When calibrating a display, only the part of the GSDF that falls within the luminance range of the display is utilized. An example is shown in Figure 12, where the luminance ranges for two displays determine the corresponding ranges of JND index values. The available ranges of JND index values are then distributed linearly over the DDLs. Equal increments in DDL will then correspond to equal increments in JND index value, which corresponds to equal increments in perceived contrast. As mentioned above and also discussed further in section 3.5, the JND is a quantity that is derived under simplified conditions where e.g. luminance range is not considered – although the GSDF can be applied to any luminance range within the defined luminance limits.

Figure 12: Range of JND index values covered by two displays with different luminance ranges. One display covers the luminance range from 1 cd/m\(^2\) to 100 cd/m\(^2\) (dashed lines) while the other display covers the luminance range from 10 cd/m\(^2\) to 500 cd/m\(^2\) (solid lines). The range of JND indexes covered by the luminance range of a display are evenly distributed over all DDLs.
3.4.2 Display calibration according to the GSDF

For a display to be calibrated according to the GSDF, the calibration software needs to display the specified test pattern (see Figure 13) for a number of DDLs and record the corresponding luminance output for each DDL using a luminance meter. The minimum luminance is then achieved for $\text{DDL}_0$ and the maximum luminance is achieved for $\text{DDL}_{\text{max}}$. All measured luminance values must include reflections from the display surface, since this is the luminance perceived by an observer. The minimum luminance determines the minimum JND index value used (Eq. 4), which is associated with $\text{DDL}_0$, see Figure 12. The same method is then applied for the maximum luminance so that a JND index value is associated with $\text{DDL}_{\text{max}}$. The intermediate DDLs are associated with JND index values in such a way that every increment in DDL between $\text{DDL}_0$ and $\text{DDL}_{\text{max}}$ results in equal changes in JND index value. Every DDL then corresponds to a JND index, which in turn corresponds to the ideal luminance as specified by the GSDF (Eq. 3), but unless the inherent characteristic curve of the display equals the GSDF, the actual measured luminance will be different from the ideal luminance. A display calibration is therefore necessary, in which the output luminance for every DDL is corrected.

![Figure 13: GSDF calibration pattern](image)

The luminance is measured in the small square for all of the DDLs. The size of the small square covers 10% of the display surface and the luminance surrounding the square is 20% of the maximum luminance.

Three things are needed in order to calibrate a display:

1. A luminance meter.
2. A software that compares the measured values to the ideal luminance values specified by the standard and calculates a calibration LUT. The software should also be able to implement the calibration LUT somewhere in the display system.
3. An accessible LUT in the display system that affects displayed images.

### 3.4.2.1 Luminance meters

Since the GSDF only utilizes luminance values for calibration, the luminance meter only has to be able to measure luminance — any color information can be disregarded. However, it is still important that the luminance meter measures luminance from colored surfaces correctly and compliance to the CIE standard colorimetric observer is important.

Luminance meters can be divided into two groups: telescopic and near-range. Telescopic luminance meters operate at a distance from the light source and for a display this means that all reflections are included in the measurements. It is also possible to use this type of
luminance meter when measuring the luminance from reflecting surfaces, such as projection screens. Near-range luminance meters are attached to the display surface, thereby effectively blocking all incoming light and excluding reflections from the measurements.

Another important aspect of a luminance meter is its opening aperture, i.e. the angle from which light is collected and measured. A narrow aperture angle will measure light in a specified direction while measurements with a large aperture angle will be an average over a wide field-of-view. The size of the opening aperture is important when measuring since light emitted from the calibration surface and the measured surface may have different angular luminance distributions.

When a luminance meter with a large opening aperture is calibrated, not only light perpendicular to the display surface is included but also light emerging from the display at other angles, see Figure 14. Assume that the luminance meter is calibrated for a certain angular luminance distribution. If the luminance meter is used at another surface with the same perpendicular luminance but with a different angular luminance distribution, the contribution from light at other angles will be higher or lower compared to the calibration conditions and the measured luminance will therefore be over- or underestimated. A luminance meter with a narrow opening aperture measures light in a specified direction and measurements perpendicular to the two surfaces described above would yield the same value. Measurements at other angles would result in different values, which is correct since the luminance at these angles differs between the two surfaces. So, when using a luminance meter, it is important that the opening aperture is known together with the angular luminance distributions for the measured surface and the calibration surface.

3.4.2.2 Calibration software
The calibration software displays test patterns, as specified by the GSDF, for a number of DDLs and retrieves the corresponding measured values from the luminance meter. If a near-range luminance meter is used, the amount of reflected light must be estimated and entered into the calibration software in order to be added to the measured values. The obtained relationship between DDLs and luminance is called characteristic curve and should be measured with every LUT set to unity, i.e. the LUT contains a linear distribution of the output values, from 0 to the maximum output value. In this way, the maximum number of luminance levels is achieved.
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(figure 15)

For every DDL, the ideal luminance according to the GSDF can be determined by using the luminance values for DDL₀ and DDL_max and the method described in section 3.4.2. However, unless the inherent characteristic curve of the display equals the GSDF, the actual measured luminance will be different from the ideal luminance. See Figure 15 for an example of a measured characteristic curve. By measuring the characteristic curve, the display LUT output value and corresponding luminance is known for every measured DDL. The display LUT output value that best corresponds to the ideal luminance is obtained for all DDLs and stored in a calibration LUT. If the calibration software only measured the luminance for some of the DDLs or if the display LUT output size is larger than the input size, it is possible to obtain a LUT output value that better represents the ideal luminance by interpolation. See Table 2 for an example of the calibration procedure for six DDLs. When the display LUT output values are replaced by the calibration LUT output values, every DDL will correspond to a display LUT output value that represents a luminance as close as possible to the ideal luminance. The calibration software now has to load the calibration LUT values into the hardware LUT in the display for it to take effect.

Note that it is also possible to use the graphic board LUT, or a software LUT, instead of the display LUT in the same way as described above. The used LUT output value will then correspond to the DDL that best represents the ideal luminance, according to the measured characteristic curve. The output size of the used LUT will inevitably be scaled to the input size of the display LUT, usually 8 bits.
Table 2: Procedure for deriving the calibration LUT. The example data in this table are taken from the measurement shown in Figure 15. Note that the display LUT in this table is positioned after the DDL, i.e. inside the display, but the same procedure applies when the LUT is positioned before the display, for example in the graphics board.

<table>
<thead>
<tr>
<th>DDL</th>
<th>10-bit display LUT output value</th>
<th>Measured luminance</th>
<th>Ideal luminance according to GSDF</th>
<th>Calibration LUT output value</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>116</td>
<td>1.97</td>
<td>1.91</td>
<td>?</td>
</tr>
<tr>
<td>30</td>
<td>120</td>
<td>2.11</td>
<td>1.98</td>
<td>116</td>
</tr>
<tr>
<td>31</td>
<td>124</td>
<td>2.25</td>
<td>2.06</td>
<td>119</td>
</tr>
<tr>
<td>32</td>
<td>128</td>
<td>2.39</td>
<td>2.14</td>
<td>121</td>
</tr>
<tr>
<td>33</td>
<td>132</td>
<td>2.57</td>
<td>2.22</td>
<td>123</td>
</tr>
<tr>
<td>34</td>
<td>136</td>
<td>2.75</td>
<td>2.30</td>
<td>125</td>
</tr>
<tr>
<td>35</td>
<td>140</td>
<td>2.95</td>
<td>2.38</td>
<td>128</td>
</tr>
</tbody>
</table>

3.4.2.3 Display system LUTs

In a display system, one or more hardware LUTs are available and can be used to store the calibration LUT values. The best option is to use a LUT inside the display device. In this case, the display device will stay calibrated even if the computer attached to it were to be replaced provided the LUT on both computers graphic boards are set to unity.

Another option is to load the values from the calibration LUT into the computer graphics board, but care must then be taken to ensure that the values stay there. The LUT on the graphics board is not only accessible to the calibration software, but also to every other software that wants to use it and no warning is issued if it is overwritten. This LUT also returns to unity when the computer is turned off which requires a LUT-loading software to start automatically every time the computer starts. Ideally, this software also regularly verifies that the calibration values have not been overwritten. Many graphic boards support more than one display to be used simultaneously and although it is possible that there exists one hardware LUT for each connected display it is also likely that there is only one hardware LUT that affects only one of the connected displays – or possibly all of the connected displays. If more than one display are to be calibrated, a separate LUT is required for each individual display.

It is also possible for the image displaying software to implement the calibration LUT, although this is not a common solution. In this case, the calibration would only be valid for this particular software.

3.4.3 Quantization effects

The display LUT output size usually corresponds to the number of unique luminance levels that the display is able to produce, although it is possible that the display LUT output size is excessively large and that only some of the most significant bits actually affect the displayed luminance. Figure 16 exemplifies the available luminance levels for a display with 8-bit luminance resolution (solid lines) and a display with 10-bit luminance resolution (solid and dashed lines). In the 8-bit case there are 256 available luminance levels distributed over the entire luminance range while there are four times as many for the 10-bit case. The ideal GSDF
luminance value is usually not available in the display and has to be rounded to the nearest available luminance level. In the 8-bit case, DDL 31 and DDL 32 are mapped to the same luminance level (2.11 cd/m²) and DDL 33 and DDL 34 are both mapped to the next available luminance level (2.25 cd/m²). In the 10-bit case, every DDL is mapped to a unique luminance level, but the ideal luminance is still unavailable. With a higher luminance resolution, a smoother calibration is possible to obtain whereas a too low luminance resolution will result in a loss of grayscale levels due to quantization effects when neighboring DDLs are mapped to the same luminance level.

Figure 16: Available luminance levels for an 8-bit display (solid lines) and a 10-bit display (solid and dashed lines). The dots indicate the ideal luminance according to the GSDF. The example data in this figure are taken from the measurement shown in Figure 15 and the luminance values are also found in Table 2.

Even if the graphic board LUT with an output size of 16 bits is used for calibration, the number of simultaneously displayed gray levels will still be limited by the number of DDLs of the display. A display limited to 8-bit DDLs will only use the 8 most significant bits from the graphic board output.

An example of changes in luminance and corresponding changes in JND index values between neighboring DDLs for two GSDF calibrated displays with 8-bit and 10-bit luminance resolutions is shown in Figure 17. Ideally, the change in JND index value for each DDL would be constant, resulting in a horizontal straight line. The changes in luminance would be a smooth, gradually increasing curve. Due to quantization effects, the ideal luminance is not available and unwanted variations are introduced between neighboring DDLs. The lower the luminance
resolution, the higher the variation. In the 8-bit case, only 221 unique luminance levels were still present in this display after calibration, while all 256 luminance levels were maintained in the 10-bit case. The loss of luminance levels and the unwanted variations are caused by the fact that the characteristic curve differs from the ideal luminance values, as shown in Figure 15. Between DDLs 30 and 35 the slope of the characteristic curve is much steeper than that of the GSDF, which means that the available luminance levels are further apart than desired. This is also illustrated in Table 2 and in Figure 16 where six GSDF luminance levels cover the same luminance range as four luminance levels in the 8-bit display.

![Figure 17: Changes in luminance and JND index values between neighboring DDLs for a display with 8-bit luminance resolution (left) and for a display with 10-bit luminance resolution (right).](image)

### 3.4.4 Ambient light

A calibration is only valid as long as the LUTs are unaltered and the minimum and maximum luminance levels are not changed. The maximum luminance level decreases over time but this is a relatively slow process, although some displays may lose a considerable amount of luminance output during the first months of their lifetime. Keeping the minimum luminance level constant is a more difficult task and also more important as it affects the contrast properties of the display considerably. The minimum luminance level is determined by the luminance output of the display as well as reflections caused by the room illuminance. A calibration to GSDF specifications includes display reflections and the calibration is therefore only valid at the illuminance level used at calibration. Any changes in illuminance will also change the reflected light by the same amount for all luminance levels. Since an additive change in luminance is relatively higher for low luminance levels, this is also where the greatest changes in contrast properties occur.\(^{46, 47}\)
Figure 18: The number of JNDs for each DDL for three illuminance levels (50, 100 and 200 lx) where the display is calibrated at 100 lx. The luminance range of the display is 1 cd/m² to 400 cd/m² and the reflection coefficient is 0.005 cd/m² per lx.

Figure 18 is an illustration of a theoretical calculation, based on the GSDF (Eq. 3 and Eq. 4), of what will happen to the perceived contrast if the illuminance is increased or decreased by a factor of two from the calibration illuminance. When the illuminance is increased, the contrast in the darkest parts of the image will be reduced by approximately 17%. A reduction in illuminance will instead cause an increase in the perceived contrast. Although an increased contrast is not as serious, the principle of equally distributed contrast is violated. A factor of two may seem like a large change in illuminance but, unfortunately, larger changes are likely to occur when lights are turned on or off, or when lighting conditions outside changes the amount of light entering through windows.

Radiology reading rooms with digital displays have traditionally been quite dark. By keeping the illuminance at a low level, screen reflections are kept at a minimum and the total contrast of the display increases. When using CRTs, where screen reflections are high and the maximum luminance is low, a low illuminance is an important consideration. Another important reason is to maintain an acceptable contrast in the dark parts of an image. Uncalibrated displays, or displays calibrated with a near-range luminance meter where the reflected luminance has been omitted, are best viewed in complete darkness. If such a display is used in a brighter environment, contrast in the dark parts will be reduced as described above. However, reading rooms do not have to be dark if displays are calibrated correctly. An increased illumination makes it easier to perform other non-display related tasks, but it can also have other positive effects. Ideally, the illuminance should be kept at a constant level at all times, but since this requires reading rooms without windows, radiologists tend to reject such solutions and favor rooms with windows where the illumination level varies with weather conditions and time of day. By calibrating the displays at a relatively high minimum luminance,
contrast reductions due to rapid changes in illuminance can be reduced, although not eliminated.

![Figure 19](image_url)

**Figure 19:** Maximum loss of contrast at different calibration conditions when the illuminance is increased by 100 lx compared to the calibration illuminance. $L_{\text{max}}$ is 600 cd/m$^2$ and $L_{\text{min}}$ is as indicated in the figure. $L_{\text{min}}$ and $L_{\text{max}}$ do not include reflections. The calculations are based on a reflection coefficient of 0.005 cd/m$^2$ per lx.

The data in Figure 19 are calculated in the same way as for Figure 18 and illustrates the maximum loss of contrast for a display calibrated at a certain illuminance but used at a 100 lx higher illuminance. When a display is calibrated in a very dark room (10 lx) and with a low $L_{\text{min}}$ of 0.1 cd/m$^2$, a 100 lx increase will cause a contrast reduction of up to 56% in the darkest parts of a displayed image. When the display is calibrated at 100 lx, the corresponding reduction is 30%. However, by calibrating the display at a higher $L_{\text{min}}$, the display will be less sensitive to variations in illuminance. By setting $L_{\text{min}}$ to 1 cd/m$^2$ in the example above, the reduction in contrast will be approximately 20%, regardless of illuminance at calibration. The disadvantage of calibrating a display at a high illuminance and a high $L_{\text{min}}$ is a general reduction in display total contrast. A display calibrated at 10 lx with $L_{\text{min}}$ set to 0.1 cd/m$^2$ will have an average contrast of 2.8 JNDs/DDL. For a display calibrated at 100 lx with $L_{\text{min}}$ set to 1 cd/m$^2$, the average contrast will be 2.5 JNDs/DDL. One thing to note is that the reflection coefficient on modern LCDs is relatively low. If it could be eliminated completely, the illuminance level would no longer be an issue as the displayed image would not be affected.

### 3.4.5 Verification of a calibration

One way of verifying a calibration is to use the calibration software once again to make sure that the luminance response agrees with the luminance response specified by the GSDF. However, the calibration software and the software used to display medical images may use...
different techniques. Also, if a near-range luminance meter is used, any changes in room illumination will not be detected.

Figure 20: Luminance responses for two different imaging softwares using the same computer and the same display. The contrast in the darkest and brightest regions is clearly worse in the stand-alone client interface than in the web browser.

An example of the luminance responses for two different imaging softwares from the same manufacturer using the same computer and the same display are shown in Figure 20. One of the softwares was a stand-alone client while the other was a web browser interface. The display system was perfectly calibrated according to the calibration software, but images displayed in the stand-alone client had considerably lower contrast in the darkest and brightest parts. The characteristic curves were determined by displaying patterns similar to the GSDF calibration pattern (TG18-LN, see Figure 21) at 18 DDLs in respective software and measuring the luminance output with a telescopic luminance meter. The difference in luminance output between the two softwares was probably caused by alternative ways of dealing with colors reserved by the operating system. This example emphasizes the fact that test images should be displayed as similarly as possible to medical images. By using test images like TG18-QC, any grayscale abnormalities in image display can easily be found.

Figure 21: Some of the test patterns available from AAPM TG18. Left: TG18-LN is a series of 18 images from black to white. Right: TG18-QC is a multi-purpose test pattern intended for quality control of displays.
3.4.6 Calibration standards and guidelines

There are a number of standards and guidelines dealing with display calibration, some of which are listed below. The AAPM TG18 guidelines are based on DICOM Part 14, but also include a comprehensive tutorial on display systems as well as test patterns intended for display quality control. Most of the other standards and guidelines are referring to DICOM part 14 or AAPM TG18, sometimes with modifications or additional requirements.

DICOM part 14: Grayscale Standard Display Function
AAPM TG18
DIN V 6868-5
JESRA X-0093: Quality Assurance (QA) Guideline for Medical Imaging Display Systems
IPEM Report 91
Qualitätssicherungs- Richtlinie (QS-RL)
European Guidelines for Quality Assurance in Breast Cancer Screening and Diagnosis
ACR–AAPM–SIIM Practice parameter for determinants of image quality in digital mammography
PAS 1054
IAEA human health series No.17: Quality assurance programme for digital mammography
Guidelines for Quality Assurance in Mammography Screening
Guidelines for quality control testing for digital (CR DR) mammography

3.5 GSDF limitations

Perceptual linearization is a concept in which the perceived contrast is equally distributed at all luminance levels and a similar appearance can thereby be obtained on all types of displays. Perceptual linearization is only possible to obtain for well-defined circumstances and will depend on the observers used, studied patterns, etc. The GSDF uses perceptual linearization as a tool for meeting the secondary objective (i.e. to provide some degree of similarity of grayscale rendition on display systems of different luminance range and also to use the number of available gray levels efficiently) and uses the JND as a quantity of equally perceived contrast. A JND varies with the luminance level and is the contrast required to obtain a visible change by the adapted eye, i.e. the luminance difference to be detected is a small deviation from the adaptation level of the observer and thereby close to peak contrast sensitivity. In a display calibrated according to the GSDF, the bright parts of the display are calibrated as if the observer were adapted to this high luminance level and the dark parts are calibrated as if the observer were adapted to a low luminance level. This is often referred to as variable adaptation. For a display with a low luminance range, this is not a large problem since all details in an image will be displayed with a luminance relatively close to the adaptation level.
As pointed out in the AAPM TG18 report, one of the limitations with the GSDF is that the JND unit is derived using variable adaptation while actual images are viewed with fixed adaptation, i.e. the adaptation level of the observer is determined by the average luminance in the image. Figure 22 demonstrates the difference between fixed and variable adaptation. As the luminance range of the display increases, more details in the image will be at a luminance far from the adaptation level. Since the contrast sensitivity decreases when the difference between object luminance and adaptation level increases, the ability to detect low contrast details in bright and dark areas will be reduced as compared to details in the mid gray. As a consequence, images displayed on GSDF calibrated devices will only have a similar contrast appearance when displayed with approximately the same luminance ratio.

A description of the human contrast sensitivity under the assumption of fixed adaptation has been presented by Barten. His model is based on data by Rogers and Carel where observers detected 2-dimensional waffle shaped gratings for a number of surround luminance levels. This correction, called the f-factor, was used in most of the studies included in this thesis. In Paper I, the f-factor was used to theoretically determine the optimal luminance settings of high luminance range displays, and in Papers II-IV it was used for comparison with the obtained results. The f-factor is given by

\[ f' = e^{-\ln\left(\frac{L_s}{L} + \frac{144}{X_o^2}\right) - \ln\left(\frac{L_s}{L} + \frac{144}{X_o^2}\right)} \]

where \( f \) is the correction factor by which the contrast sensitivity has to be multiplied, \( L \) is the luminance of the object, \( L_s \) is the surround luminance, and \( X_o^2 \) is the object area in square degrees of visual angle.

An example of the f-factor for an object area covering a visual angle of 2 degrees and a luminance range of 1 to 1000 cd/m² is shown in Figure 23. The surround luminance (adaptation luminance) was calculated as the logarithmic average of the minimum and maximum luminances. As can be seen, the f-factor peaks at a luminance slightly higher than the surround luminance and decreases with increasing distance from the peak luminance.
Another description of fixed adaptation has been presented by Flynn et al.\textsuperscript{23} which is based on Hecht and Hsia’s\textsuperscript{66} photochemical theory of photoreceptor response. This response is approximately described by the expression\textsuperscript{67} \( P = \frac{L}{L+S} \) where \( P \) is the photoreceptor response, \( L \) is the retinal luminous intensity, and \( S \) is a constant that conforms with the state of adaptation. Other studies\textsuperscript{68, 69} have confirmed this expression by measuring the voltage response from cones on the retina on turtles. Flynn et al. obtained the biologic contrast response of the human visual system by differentiating the expression for photoreceptor response. Since the expression for photoreceptor response only included the signal properties, any influence of photoreceptor noise was not included in the contrast response.

3.6 Observer studies close to the detection threshold

In order to determine the contrast threshold, i.e. the contrast at which an observer is barely capable of detecting a given pattern, one must first decide what kind of pattern to detect and also what method to use.\textsuperscript{70}

Psychometric studies of physical stimuli are performed by varying the magnitude of the stimuli close to the limits where they become perceivable.\textsuperscript{71} In the present work, the used stimuli were low-contrast sinusoidal test patterns displayed on computer displays. If the contrast is too low, the pattern will never be detected and if the contrast is too high it will always be detected. Between the levels of never detected and always detected, detection is a matter of probability. Patterns with a contrast in this transition range will be perceived some proportion of all observations. A higher contrast corresponds to a greater probability for detection and the relationship between contrast and detection probability depends on the characteristics of

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure23.png}
\caption{The \( f \)-factor for a visual angle of 2 degrees. The luminance range spans from 1 to 1000 \( \text{cd/m}^2 \) and the surround luminance level is calculated from the logarithmic average of the minimum and maximum luminance.}
\end{figure}
the used patterns. This relationship is called the psychometric function and is typically a sigmoid function, such as the Weibull, logistic, cumulative Gaussian, or Gumbel distribution. Some of the possible evaluation methods are described below.

In the method of adjustment, the observer controls the contrast of the pattern and adjusts it until it becomes perceivable, as judged by the observer. Since the adjusted pattern ends up perceivable, the obtained contrast threshold is likely to correspond to a detection probability close to 100%. In the method of limits, the contrast of the pattern is alternately decreased until not perceivable and then increased until perceivable. The contrast threshold is determined by the average of the two limits. The staircase method usually starts at a contrast that is easily perceivable and the observer must then decide whether the pattern is present or not. A correct answer will decrease the contrast and an erroneous answer will increase the contrast until the contrast converges at a certain level. Several variants of this method exist where a consecutive number of correct/incorrect answers are required before the contrast changes, resulting in convergence at different contrast thresholds. Also, more than the latest response can be utilized by using Bayesian and maximum-likelihood procedures. In the method of constant stimuli, the contrast of a pattern is chosen randomly and presented to the observer who must decide whether the pattern is present or not. This method allows for a full sampling of the psychometric function but requires a lot of observations relatively far from the detection threshold.

The method of adjustment and the method of limits are both based on observer preference, i.e. the obtained contrast thresholds are based on subjective opinions. The staircase method and the method of constant stimuli determine contrast thresholds objectively and both are well suited to use in alternative forced choice (AFC) experiments. In a 2AFC study where only 2 alternatives exist, the possible responses are “pattern present” and “pattern not present”. As an alternative procedure, the pattern may be presented at one of two different locations where the observer must decide which one contains the pattern. In a multiple AFC (MAFC; M ≥ 2) study, the observer must decide in which one of the M possible alternative locations the pattern is present. For a number of repeated observations, the percentage of correctly identified patterns (PC) is determined for a number of contrast levels close to the contrast threshold. Since the possibility of choosing the correct alternative is 1/M by chance alone, the relationship between pattern contrast and PC will depend on the evaluation method used, see Figure 24. The contrast threshold can be set to any arbitrary PC but a level halfway between pure chance (1/M) and 100% correct is commonly used. In order to translate the PC for all MAFC studies to a common scale linear to pattern contrast, a detectability index (d’) can be calculated by using analytical expressions (Eq. 6) or tabulated values, as presented by Elliott.

The relationship between PC and d’ is:

\[ PC = 1 - (M - 1) \int_{-\infty}^{\infty} \Phi(t)^{M-2} \Phi(t - d') G(t) dt, \]  

(6)

where

\[ G(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \]  

(7)
is the standard normal distribution (average at $t=0$ and a variance of 1), and
\[
\Phi(t) = \int_{-\infty}^{t} G(x) \, dx
\]  
(8)
is the cumulative normal distribution. See Figure 24 for an example. For a 2AFC experiment, the detectability index ($d'$) is calculated by
\[
d' = \sqrt{2} \Phi^{-1}(PC),
\]  
(9)
where $\Phi^{-1}$ is the inverse cumulative normal distribution.

![Figure 24: Relationships between the detectability index ($d'$) and the percentage of correctly identified patterns (PC) for three MAFC studies. Data were obtained by using Eq. 6.](image)

### 3.7 Visual grading characteristics

While MAFC studies are useful for determining contrast thresholds, other methods are necessary when the contrast of clearly visible objects is to be rated subjectively. In visual grading studies, the perceived contrast of an object is rated on an ordinal scale, like [1, 2, 3, 4, 5] or [bad, neutral, good]. Visual grading characteristics (VGC) analysis is a method of analyzing rating data from subjective observer studies that do not violate the properties of ordinal data and that also acknowledges that the ratings given by different observers belong to different ordinal scales.\textsuperscript{77, 78} In VGC analysis, the ratings belonging to two classes of observations are compared by creating a VGC curve, similar to how the ratings on normal and abnormal cases in receiver operating characteristics (ROC) analysis are used to create an ROC curve. The VGC curve is obtained by plotting the cumulative distribution of the ratings for one
class of observations (the evaluated class) against the same distribution for the second class (the reference class). The VGC curve thus ranges from (0, 0) to (1, 1). The deviation from the diagonal is a measure of how much the two classes of ratings are separated. Normally, the area under the VGC curve (AUCVGC) is used as a scalar measure of this separation. An AUCVGC of 0.5 reflects that, on average, there is no separation between the two classes. The ratings are usually analyzed in such a way that an AUCVGC above 0.5 indicates a better result for the evaluated class and an AUCVGC under 0.5 indicates a better result for the reference class.

3.8 Previous studies

The unsatisfactory condition of variable adaptation when calibrating medical displays according to the GSDF has previously been pointed out by e.g Muka and Whiting, but apart from the previously mentioned studies by Barten and Flynn et al., not much has been made to address the problem. There are however several studies that have investigated how the combination of room illuminance and monitor luminance influences observer performance. The influence on observer performance caused by the number of simultaneously displayed gray levels has also been investigated. Another study verified the validity of the GSDF by estimating the contrast thresholds for disc-shaped objects in complex backgrounds. The study was performed under conditions close to variable adaptation. The contrast threshold in GSDF calibrated displays has also been studied by using a location-unknown methodology. Currently there is no standard that includes color calibration in medical displays, but several studies have debated and investigated the possibility. The change in color temperature with ageing displays has also been studied. Another reason for contrast degradation when viewing medical images is veiling glare, which can originate from light sources outside the display as well as from bright parts in an image. A number of studies have focused on quantifying the effects caused by veiling glare. Since LCDs are non-Lambertian, the effects caused by different viewing angles have been documented in several papers.
4 MATERIALS AND METHODS

4.1 Overview of the papers

**Paper I** describes a theoretical study that investigated the effects of combining the GSDF (variable adaptation) with the f-factor describing fixed adaptation. The purpose of the study was to quantify the perceived contrast for all DDLs when using displays with different luminance ranges under the assumption of fixed adaptation.

In **Paper II**, sinusoidal test patterns were constructed using 8-bit DDLs together with a technique called subpixel modulation. The patterns were used in a 2AFC study in order to determine the contrast thresholds and to compare the results to both the GSDF and the f-factor.

The pattern generation technology was improved further in **Paper III**, where 10-bit DDLs were used together with subpixel modulation. Contrast thresholds were determined for both variable adaptation and fixed adaptation. Also, the influence of luminance originating from outside the display was studied.

In **Paper IV**, a new calibration method that compensates GSDF for fixed adaptation was developed and evaluated. In order to develop the new calibration method, contrast thresholds for fixed adaptation had to be determined with greater precision than in previous papers.

4.2 Equipment and locations

The room used for all display measurements and observer studies was a small room without windows where the walls, ceiling and door were painted in a matte black color in order to reduce light reflections. Light emerging from the edges of the door was covered using black plastic sheets. The display was positioned on a desktop and behind the display there was a lightbox with adjustable light output. The size (width by height) of the lightbox and the display were 125 by 80 cm and 48 by 36 cm, respectively.

Displays from Eizo (Study II & III: RadiForce R31; Study IV: RadiForce RX320; Nanao Corporation, Ishikawa, Japan) were used together with a graphics board from RealVision (VREngine/SMD3-DUL; RealVision Inc., Yokahama, Japan). The displays were capable of using 10-bit input resolution and the graphic board was able to produce a 10-bit output signal if the image display software used certain routines in the software development kit (SDK) provided by RealVision.

The softwares used for display measurements and observer studies were developed using Visual studio 2002 (Study II & III) and further improved using Visual studio 2010 Express (Study IV), both softwares from Microsoft (Microsoft Corporation, Redmond, Washington, USA).
Luminance measurements were performed using a telescopic luminance meter from Minolta (Minolta LS-100; Konica Minolta optics, Inc., Osaka, Japan) with a circular viewing aperture of 1 degree and a smallest focusing distance of 100 cm, resulting in a smallest measurement area of diameter 1.75 cm.

### 4.3 Calibration software

A calibration software was developed since commercially available softwares did not fulfil all of the necessary requirements. The developed software was able to display different types of test patterns and automatically retrieve luminance readings from the luminance meter through a serial interface (RS232). The software was also capable of deriving GSDF calibration corrections and reading/writing LUTs to the display and/or graphic board, where applicable. Also, every possible display setting, such as brightness, display mode, etc., could be controlled by using a SDK provided by Eizo. It was also possible to change the settings of the luminance meter using this software. Other features were: measurements of luminance stability over time, option to restrict measurements to a certain pixel value interval, repeated measurements with automatic saving of the results, corrections for close-up lenses and automatic shutdown of computer and display after completed measurements.

Three different test patterns were available for display characterization and/or calibration:

1. **DICOM**
   - Standard DICOM calibration procedure where the pattern area covered 10% of the surface. The luminance of the background area was set to 20% of the maximum luminance.
2. **Homogenous**
   - The pattern area covered the entire screen.
3. **Fixed size mode**
   - The pattern area was as small as possible. The smallest measurement area possible with the used luminance meter, considering the shortest focal distance, was circular with a diameter of 1.75 cm and the pattern area was somewhat larger to reduce veiling glare from the background area, which was set to a user defined pixel value. In this mode, the pattern area was similar in size to the patterns used in the detection studies, although somewhat larger.

For each mode the characteristic curve could be measured in a number of equidistant DDLs. In order to increase the number of unique luminance levels, a subpixel modulation technique was used (see section 4.5 for an explanation). The number of possible steps implemented in the software was:

- **For 8 bit displays:** 4, 18, 86, 256
- **For 8 bit displays using subpixel modulation:** 766 (3 subpixel levels) and 1786 (7 subpixel levels)
- **For 10 bit displays:** 1024
- **For 10 bit displays using subpixel modulation:** 3070 (3 subpixel levels) and 7162 (7 subpixel levels)
4.4 Measurements of the characteristic curves

Careful measurements of the characteristic curves were necessary in order to obtain the luminance level corresponding to every (sub-) pixel value. Figure 25 shows the measurement setup and the three luminance areas that were altered in Study II-IV: Pattern area: The area of the test patterns in observer studies or the area displayed when measuring. Background area: Entire display surface excluding the pattern area. Ambient area: Entire lightbox area.

When changing the luminance levels at the background and ambient areas, room illuminance also changed. Even though the room was designed to scatter as little light as possible, display reflections could not be completely avoided. Therefore, the characteristic curve had to be measured for every combination of background and ambient area luminance level. The characteristic curves were measured in fixed size mode under luminance conditions as similar as possible to the conditions in the observer studies. In order to find the pixel value corresponding to the desired background area luminance, a characteristic curve was first obtained by measuring in homogenous mode.

![Pattern area](image)

*Figure 25: Measurement setup and used luminance areas.*

A measurement of the characteristic curve involved the following steps:

1. Adjustment of the ambient area luminance to the desired level.
2. Setting the luminance range of the display.
3. Verification that the LUT in the graphic board and display were set as intended.
4. Measurement of the characteristic curve in homogenous mode in order to find the pixel value corresponding to the desired background luminance.
5. Measurement of the characteristic curve in fixed size mode with the background area set to the desired pixel value.

The measured relationship between pixel value and luminance could then be used to generate test patterns. When generating low contrast test patterns, it is important to have a display that is stable in output over time. An example of repeated measurements on a display with
1024 (10 bit) DDLs using subpixel modulation is shown in Table 3. Measurements from black to white of all 7162 gray levels showed that the variation in luminance for any subpixel combination was usually smaller than the distance to any of the neighboring subpixel combinations. Even if the luminance output might have drifted somewhat, it is likely that this drift was more or less linear and influenced all pixel values for a particular pattern to an equal amount.

Table 3: Repeated measurements of the 10-bit characteristic curve between pixel values 22 and 23 including subpixels. Every measurement of luminance was performed from pixel value 0 to pixel value 1023 before the next measurement started. R, G and B represent pixel values for red, green and blue, respectively.

<table>
<thead>
<tr>
<th>Pixel Value</th>
<th>Measurement of luminance (cd/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R G B</td>
<td>1</td>
</tr>
<tr>
<td>22 22 22</td>
<td>1.484</td>
</tr>
<tr>
<td>22 22 23</td>
<td>1.487</td>
</tr>
<tr>
<td>23 22 22</td>
<td>1.489</td>
</tr>
<tr>
<td>23 22 23</td>
<td>1.492</td>
</tr>
<tr>
<td>22 23 22</td>
<td>1.498</td>
</tr>
<tr>
<td>22 23 23</td>
<td>1.501</td>
</tr>
<tr>
<td>23 22 22</td>
<td>1.504</td>
</tr>
<tr>
<td>23 23 23</td>
<td>1.505</td>
</tr>
</tbody>
</table>

4.5 Generation of test patterns

Patterns can be of any type but the ones most commonly used in detection threshold studies are sinusoidal patterns and bar patterns of varying size and spatial frequency. High-contrast bar patterns are easy to generate on a display, but most studies before the digital era were performed using low-contrast sinusoidal patterns, which are a challenge to generate on a digital display due to the finite number of available luminance levels. Assume a display with a luminance range of 1 cd/m² to 600 cd/m². This range covers 662 JNDs. When using an 8-bit display system this corresponds to 662/255 = 2.6 JND per change in DDL. In other words, the average change in luminance is 2.6 times the detection threshold. Obviously, any pattern displayed on this system would be easily detected. By using a 10-bit display system the number of available luminance levels is increased by a factor of 4, and the change in output luminance is now less than one JND per change in DDL. Still, it would be difficult generating a complex pattern with a precise shape and contrast. In order to create a low-contrast sinusoidal test pattern, an even higher luminance resolution is necessary. One way of achieving this is to use the subpixels on a color display. A grayscale value is characterized by equal values for all three subpixels; red, green and blue. By allowing any of the subpixels to deviate by one from the other two, the number of available luminance levels is increased by a factor of seven. As an example, observe the following pixel values [red, green, blue]:

All equal:
[99,99,99] ; [100,100,100]

Deviation of one:
[99,99,99] ; [99,99,100] ; [99,100,99] ; [99,100,100] ; [100,99,99] ; [100,99,100] ; [100,100,99] ; [100,100,100]
By using the subpixels in this way on a 10-bit display system, the total number of available luminance levels is 7162, resulting in an average change of 0.09 JND per change in input value. The small color tint is not perceivable.

The DICOM standard test target is an 8-period sinusoidal pattern covering a viewing angle of 2° x 2°. Considering the display pixel resolution together with the desired viewing distance, eight pixels (sampling points) were used for each period. Also, by using eight equidistant sampling points per period, five luminance levels were sufficient since some sampling points were mapped to the same luminance level, see Figure 26. The pixel values corresponding to the five luminance levels were determined using the measured characteristic curve and were assigned to respective sampling point. Since the available luminance levels were not equally distributed, a computer program was developed that searched the available luminance levels for the best possible sinusoidal fit to a pattern with a specified luminance and contrast. The search was made within a limited luminance range and a limited contrast range. The contrast was defined as the difference in JND index between the maximum and minimum luminance of the sinusoidal fit.

![Figure 26: Sampling points and corresponding luminance levels for a sinusoidal pattern. The available luminance levels in the display are marked by ticks on the y-axis.](image)

### 4.6 Observer studies

All observer studies were performed in the same room and under the same lighting conditions as the display measurements. The viewing distance used was approximately 40 cm which corresponded to a viewing angle of 2° x 2° as specified by the DICOM standard test target. In the 2 AFC studies, the observers were forced to decide whether the patterns were present to the left or to the right. Each pattern was present on one of the sides while the other side
displayed a homogenous area with the same luminance as the pattern baseline luminance, as can be seen in Figure 27. A small random horizontal shift was used for every pattern in order to reduce the influence of fixed pattern noise in the monitor and a small delay of approximately one second was used between patterns to minimize the possibility of detection by temporal change. All patterns were displayed in random order and the observers were free to decide the length of each viewing session.

Figure 27: Example of test patterns used in the 2AFC studies in Papers II-IV. A high-contrast test pattern (enlarged in the lower right part of the figure) was always visible at the bottom of the screen during observations. The actual low-contrast pattern to be detected was either present to the left or to the right.

4.7 Study designs

An overview of the used patterns and observer studies are summarized in Table 4.

Table 4: Overview of the used patterns and observer studies. Luminance settings are different combinations of pattern/background/ambient luminance. The contrast levels are the number of pattern contrast levels used to determine the contrast threshold. Repetitions are the number of repeated observations for each combination of luminance setting and contrast level. PC is the percentage of correctly identified patterns used for determination of the contrast threshold.

<table>
<thead>
<tr>
<th>Sinusoidal patterns</th>
<th>2AFC observer studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern generation technology</td>
<td>Luminance settings</td>
</tr>
<tr>
<td>Paper II</td>
<td>8 bit subpixel</td>
</tr>
<tr>
<td>Paper III</td>
<td>10 bit subpixel</td>
</tr>
<tr>
<td>Paper IV</td>
<td>10 bit subpixel</td>
</tr>
</tbody>
</table>

4.7.1 Paper I

The effects obtained when combining the GSDF (derived at variable adaptation), with Barten’s f-factor (derived at fixed adaptation) were studied for a large number of luminance ranges
using computer simulations. An increasing luminance range increases the total contrast in terms of JNDs, while the f-factor predicts a decrease in contrast for objects with a luminance far from the adaptation luminance. The purpose of the study was to quantify the obtained contrast for all DDLs when using displays with different luminance ranges. A quantity called effective JND (JND_{eff}) was derived by combining the GSDF with the f-factor and, due to quantization effects, converted to an average probability (P_{ave}) of detecting the difference in luminance between neighboring DDLs. P_{ave} was used as a figure-of-merit (FOM) together with the maximum (P_{max}) and minimum (P_{min}) probabilities for detection. The probability for detecting a difference in luminance between two neighboring DDLs was determined for three eye adaptation models. Variable adaptation is assumed for GSDF where an observer is always adapted to every possible luminance level in the displayed image. Two other models with fixed adaptation were also studied with their respective adaptation luminance levels calculated by the linear average and the logarithmic average of the minimum and maximum luminances.

4.7.2 Paper II

Paper II aimed at generating sinusoidal test patterns suitable for vision research on computer displays and also to obtain a value for the contrast threshold at the adaptation luminance level and two other levels, one lower and one higher than the adaptation luminance. Patterns were generated with 8-bit DDLs using subpixels. Three pattern luminance levels (1.8, 20 and 350 cd/m²) were used and for each luminance level, patterns at four contrast levels were created. The study was conducted with two different backgrounds: one with the background area set to 20 cd/m² homogenously distributed, and the other with bright white stripes on a black background, still with an average luminance of 20 cd/m². The purpose was to study if the background luminance distribution could influence the level of the contrast threshold. 15 observers viewed every combination of pattern luminance, contrast and background 30 times in a 2AFC study. The contrast threshold was determined at 75% correct responses.

4.7.3 Paper III

In Paper III, patterns were generated with 10-bit DDLs using subpixels with the purpose of determining contrast thresholds at three luminance levels under both variable adaptation and fixed adaptation. Also, the effects of using low and high ambient luminance levels were studied in order to quantify the influence of light originating from outside the display. In total, 11 luminance area combinations (Figure 28) were used together with 4 contrast levels for each combination. Ten observers viewed every combination of luminance area and pattern contrast 25 times in a 2AFC study. Due to generally high detection rates, a level of 80% correct responses was used as the contrast threshold instead of 75%. In this way, extrapolation could be avoided.
adaptation

In order to study the impact of the choice of adaptation level, the GSDF FAC range 2 cd/m² to 600 cd/m² were constructed at nine different luminance levels distributed evenly on a logarithmic scale, i.e. 2, 4, 8, 17, 35, 71, 144, 294 and 600 cd/m². Test patterns at 10 contrast levels close to the detection threshold were used for each luminance level in a 2AFC observer study. Eleven observers viewed each combination of pattern contrast and luminance 50 times. The PC was converted to the detectability index d’ and the contrast thresholds were determined at a level corresponding to 75% correct responses. A Gaussian function was fitted to the obtained data and was used to calculate a new calibration function based on the GSDF, but fixed-adaptation compensated (GSDF\text{FAC}), see section 4.9. The developed method was used for determining the GSDF\text{FAC} for a display with a luminance range of 2 to 600 cd/m². In order to study the impact of the choice of adaptation level, the GSDF\text{FAC} was determined at three different adaptation levels: (A) the logarithmic average of the maximum and minimum luminance, 35 cd/m²; (B) the linear average of the luminance levels...
corresponding to all DDLs, 173 cd/m²; (C) 7 cd/m² which corresponds to a factor 5 lower than (A), since (B) is a factor 5 higher than (A).

The two calibration methods were used in a VGC study where the visibility of low-contrast (but clearly visible) circular test objects was evaluated using the same equipment as when determining the contrast sensitivity function. In this study, a comparison of the visibility of test objects at different pixel value levels was made between calibrations according to the GSDF and according to the GSDF\textsubscript{FAC}. As described above, the contrast sensitivity function is expected to be almost symmetric when expressed as a function of the logarithmic ratio between adaptation luminance and pattern luminance. In order to approximately center the contrast sensitivity function with regard to the luminance range of the display, an adaptation level of 30 cd/m² (in turn approximately corresponding to the logarithmic average of the minimum (1.06 cd/m²) and maximum luminance (673 cd/m²) of the display) was used for L_{adapt} when calibrating the display according to GSDF\textsubscript{FAC}. For both calibration methods, a pixel value of 100 approximately corresponded to a luminance of 30 cd/m². In order to achieve an adaptation level of 30 cd/m² in the evaluation study, relatively small test patterns were placed in a homogenous background of pixel value 100. Test patterns with a diameter of 40 pixels were placed in another homogenous circular area with a diameter of 140 pixels. An example of a test pattern is found in Figure 29. The difference in luminance between the two circular areas corresponded to 2 pixel values (on an 8-bit scale). In order to evenly sample the pixel value range, these patterns were displayed at pixel values of 8, 68, 128, 188 and 248. 10 observers viewed every combination of calibration method and luminance level 50 times in random order. The perceived contrast for each displayed pattern was rated on a 5-grade ordinal scale from 1 (worst) to 5 (best).

![Figure 29: Example of test pattern used in the evaluation study in Paper IV. The contrast between the two circular areas has been increased for demonstration purposes.](image)

4.8 Determination of the contrast thresholds

The contrast thresholds were determined by the obtained relationships between pattern contrast and the proportion of correctly identified patterns (PC). In Papers II and III, the contrast thresholds were determined at 75% and 80% correct responses, respectively. The reason for using a higher detection threshold in Paper III was that the obtained results were
generally higher than 75%, and a detection threshold corresponding to a PC of 80% did not require extrapolation for any combination of observer and luminance settings. In Paper IV, the detectability index (d’) was calculated using Eq. 9 for all obtained PC. For each observer and luminance level, a linear fit between d’ and contrast was determined. Since the human visual system contains internal noise even when no signal is present, the linear fit was forced to intercept the y-axis (contrast=0) at d’=0.4.2 A 100% detection rate returns a d’ of infinity and all such values were therefore excluded from the analysis. The detection threshold of 75% correct responses corresponds to a d’ of 0.95, see Eq. 9.

4.9 Derivation of a new calibration method

The obtained Gaussian function in Paper IV, describing the contrast sensitivity at fixed adaptation, was used in order to derive a new calibration method that compensates GSDF for fixed adaptation (GSDFFac). Although this Gaussian function is denoted with the letter f, it is not identical to Barten’s f-factor. Both functions describe the contrast sensitivity at fixed adaptation but were derived using different methods and take different values. The Gaussian function (f) in Paper IV is described by

\[ f = A_0 \times e^{-\frac{z^2}{2}}, \]

where \( z \) is obtained from

\[ z = \frac{\log\left(\frac{L_{\text{adapt}}}{L}\right) - A_1}{A_2}, \]

where \( L_{\text{adapt}} \) is the adaptation luminance, \( L \) is the pattern luminance and \( A_0, A_1, A_2 \) are the height, center and width of the Gaussian, respectively.

For a display, the relationship between input values (DDLs) and luminance output can be divided into two steps where the first step is a function between DDLs and JND index values. For a GSDF calibrated display, this is a linear relationship where the available JND index values are evenly distributed over all DDLs. The calibration method proposed in this thesis will instead exhibit a non-linear relationship. In the second step, the JND index values are transformed to luminance values where both calibration procedures use the same method. Correction factors for each DDL (DDL\_i where 0 ≤ i ≤ N) can be calculated from the Gaussian function if

a) the adaptation luminance is known, and

b) the luminance corresponding to that DDL is known.

Since the new calibration method is intended for clinical images with an unknown luminance distribution displayed on devices with varying luminance ranges, the adaptation luminance has to be estimated. However, it is outside the scope of the present thesis to define a general adaptation luminance level.
The luminance corresponding to a particular DDL can only be determined if the display calibration is known. Since the display calibration is initially not known, an iterative method is required. The first set of luminance values associated with the DDLs was obtained by a normal calibration to the GSDF and used as input values, i.e. the first associated luminance value for DDLi was \( L_{\text{GSDF},i} \). The corresponding JND index value is denoted \( \text{JND}_{\text{GSDF},i} \).

The correction factor \( c_i \) for DDLi \((1 \leq i \leq N)\) was calculated from

\[
c_i = \frac{1}{f_{L_i}}
\]

where \( f_{L_i} \) is the contrast sensitivity for the luminance level \( L_i \) associated with DDLi as determined by Eq. 10.

To keep the corrected JND index values within the available JND index range, the correction factors needed to be normalized to an average of one:

\[
c_{\text{norm},i} = \frac{c_i}{c_{\text{average}}}
\]

where \( c_{\text{norm},i} \) is the normalized correction factor for DDLi, \( c_i \) is the correction factor for DDLi and \( c_{\text{average}} \) is the average of all correction factors.

For every DDL, a new JND index was calculated by multiplying the increment in \( \text{JND}_{\text{GSDF}}, \) which is constant for all DDLs, with the corresponding correction factor and adding the new JND index from the previous DDL. The first new JND index was the same as for the GSDF and, since the correction factors were normalized, the last JND index also ended up the same as for the GSDF:

\[
\text{JND}_{\text{new},0} = \text{JND}_{\text{GSDF},0}
\]

and

\[
\text{JND}_{\text{new},i} = c_{\text{norm},i} \times (\text{JND}_{\text{GSDF},i} - \text{JND}_{\text{GSDF},i-1}) + \text{JND}_{\text{new},i-1},
\]

where \( \text{JND}_{\text{GSDF},i} \) is the JND index associated with the GSDF luminance value \( L_{\text{GSDF},i} \) used as the first input luminance value. For every new JND index, a corresponding luminance value was calculated by using the same relationship between JND index and luminance as for the GSDF. The new luminance values were used as input to a repeated calculation until the difference between any obtained luminance value and the corresponding input luminance value became negligible.

### 4.10 Statistical analysis

In Paper II, the software IDL (Exelis Visual Information Solutions Inc., Boulder, CO, USA) was used in order to obtain the best possible linear fit between pattern contrast and the proportion of correctly identified patterns. The standard errors of the proportions of correctly identified patterns were also used as input in order to obtain the slope and intercept errors.
The errors of the contrast thresholds and f-factors were calculated using normal error propagation rules.

Bootstrapping is a statistical method that can be used to estimate the confidence intervals from a single data set with an unknown probability distribution. A new data set of the same size as the original data set is obtained by sampling (with replacement) from the original data set. The new data set differs from the original and the obtained mean value will therefore also be different. By obtaining a large number of bootstrapped data sets, a distribution of mean values is obtained, and the 95% confidence interval is obtained by removing the 2.5% lowest means as well as the 2.5% highest means.

In Paper IV, a total of 2000 bootstrapped data sets were obtained, where each data set included the data from 11 randomly sampled (with replacement) observers. For each observer, luminance level and contrast level within the data set, 50 randomly sampled (with replacement) observations were selected. For each of these bootstrapped data sets, the contrast threshold at each luminance level and a Gaussian fit of the contrast sensitivity were determined. The asymmetric 95% confidence intervals were determined from the 2.5 and 97.5 percentiles of each bootstrap distribution.

In the VGC analysis in Paper IV, the visibility of each combination of luminance level and calibration was compared against the average visibility of all combinations. For each analysis, the evaluated class thus consisted of the ratings for a given luminance level/calibration combination, whereas the reference class consisted of all ratings. The VGC analysis was performed using the software VGC Analyzer (In-house developed computer software, University of Gothenburg). This software determines the AUCVGC averaged over observers and a bootstrapping technique is used to determine the asymmetric 95% confidence interval of the AUCVGC. The statistical analysis of the AUCVGC was based on the trapezoidal VGC curve and the resampling was done on both patterns and observers in order for the results to be generalizable to the population of patterns and observers. A 95% confidence interval not covering 0.5 was interpreted as indicating that the visibility for that luminance/calibration combination significantly differed from the average combination.
5 RESULTS

5.1 Theoretical determination of optimal luminance settings (Paper I)

Some of the results from the theoretical study that combined GSDF with the f-factor, Paper I, is shown in Figure 30. The minimum luminance was always 1 cd/m² and the maximum luminance varied between 1 and 1000 cd/m².

![Figure 30: P_{ave} (upper left), P_{min} (upper right) and P_{max} (lower left) as a function of L_{max} when L_{min} = 1 cd/m² for an adaptation luminance given both by the logarithmic and the linear average of L_{max} and L_{min}. Lower right: P_{ave}, P_{min} and P_{max} for the logarithmic adaptation presented together. As a comparison, the value of P for variable adaptation is presented.](image)

The difference in P_{ave} between variable adaptation and logarithmic average adaptation was small for all luminance ranges, and the corresponding difference for P_{max} was negligible. In other words, fixed adaptation caused only a minor contrast reduction for most DDLs compared to variable adaptation. However, the difference in P_{min} between the two types of adaptation was substantial, especially for larger luminance ranges. For some of the DDLs, the contrast was reduced considerably. The reduction increased with increasing luminance range and, due to the Gaussian shape of the f-factor, was caused by a reduction in contrast for the
lowest and highest DDLs, i.e. the darkest and brightest parts of an image. For the linear average adaptation model, an increasing luminance range caused an increase in contrast in all parts of the image up to a certain luminance range. When the luminance range was increased even further, contrast in some parts of the image started to decrease ($P_{\text{min}}$ reached a maximum). Even though the luminance range increased, low-contrast objects in some parts of the image were more difficult to detect.

### 5.2 Effects of non-uniform luminance distributions (Papers II and III)

By using sinusoidal test patterns in a homogenous background, a contrast threshold of $0.75 \pm 0.02$ JND (95% CI) was obtained in Paper II when both the target and background average luminance were close to 20 cd/m$^2$. When a striped pattern with the same average luminance was used as background, the contrast threshold was $0.74 \pm 0.03$ JND. At least for this particular pattern, no significant difference was found when compared to the homogenous background.

Table 5 shows the obtained contrast thresholds from Paper III for the luminance conditions described in Figure 28. Luminance conditions 1 (a,b,c) corresponded to variable adaptation where the pattern luminance equaled the background luminance. Luminance conditions 2 (a,b,c) corresponded to fixed adaptation where the pattern luminance varied but the background luminance was constant. Luminance conditions 3 (a,b,c) and 4 (a,b,c) were similar to fixed adaptation except for the ambient luminance that was lower and higher, respectively, than in 2 (a,b,c). Luminance conditions 1b and 2b were identical, but patterns with a luminance far from the adaptation level (2a and 2c) were more difficult to detect than patterns with the same luminance under variable adaptation conditions (1a and 1c). When the luminance from the surrounding area was increased from a very low level (3 a,b,c) to the same level as the display luminance (2 a,b,c), the contrast thresholds were unaffected, but when the luminance from the surrounding area was increased considerably (4 a,b,c), patterns in bright areas (4c) were detected more easily and patterns in in dark areas (4a) were more difficult to detect.

Table 5: Contrast thresholds in JND for all luminance settings in Paper III (cf. Figure 28). Luminance settings 1b and 2b were identical and the results were therefore obtained from the same data in the observer study.

<table>
<thead>
<tr>
<th>Luminance Conditions</th>
<th>1 (a,b,c)</th>
<th>2 (a,b,c)</th>
<th>3 (a,b,c)</th>
<th>4 (a,b,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.63</td>
<td>1.06</td>
<td>1.08</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.64</td>
<td>0.65</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.77</td>
<td>0.74</td>
<td>0.67</td>
</tr>
</tbody>
</table>
5.3 Determination of contrast thresholds and comparisons with the f-factor (Papers II-IV)

The GSDF is based on variable adaptation and the luminance change required for detection of the DICOM standard target is, per definition, one JND. Some of the patterns in Paper II-IV were studied using luminance conditions equal to variable adaptation, i.e. the average luminance of the pattern was equal to the background luminance, and the obtained contrast thresholds in the different papers are presented in Table 6. The obtained contrast thresholds were in the range 0.47 to 0.75 JND and were determined at luminance levels between 2 and 350 cd/m². The detection threshold level was 75% correct responses in Papers II and IV and 80% correct responses in Paper III.

Table 6: Obtained contrast thresholds for variable adaptation in the different papers.

<table>
<thead>
<tr>
<th>Contrast threshold (JND)</th>
<th>Luminance (cd/m²)</th>
<th>Detection threshold level (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper II</td>
<td>0.75</td>
<td>20</td>
</tr>
<tr>
<td>Paper III</td>
<td>0.63</td>
<td>2</td>
</tr>
<tr>
<td>Paper III</td>
<td>0.64</td>
<td>26.5</td>
</tr>
<tr>
<td>Paper III</td>
<td>0.50</td>
<td>350</td>
</tr>
<tr>
<td>Paper IV</td>
<td>0.47</td>
<td>35</td>
</tr>
</tbody>
</table>

The relative contrast sensitivities for patterns with a luminance different from the adaptation luminance were determined in Papers II-IV. The results are shown in Figure 31 together with the corresponding relationships by Flynn et al.³³ and Barten.⁶³

Figure 31: A Gaussian fit to the relative contrast sensitivity values obtained in Paper IV and the results from Paper II and III together with the corresponding relationships by Flynn et al.³³ and Barten.⁶³ L is the pattern luminance and L_{adapt} is the adaptation level of the observer. Error bars correspond to the 95% CI.
In Papers II and III, only three pattern luminance levels (including the adaptation level) were studied. In Paper IV, patterns at nine luminance levels were studied, and shown in the figure is a Gaussian fit to the data together with the bootstrapped 95% confidence interval for the Gaussian fit. The experimentally determined values for $A_1$ and $A_2$ (Eq. 11) with 95% confidence intervals were $-0.16 [-0.33, -0.02]$ and $1.03 [0.94, 1.13]$, respectively.

Most obtained contrast thresholds from Papers II-IV fall between the results of Flynn et al.\textsuperscript{33} and Barten.\textsuperscript{63} While the contrast sensitivity according to Flynn peaks at the adaptation luminance, the maximum contrast sensitivity according to Barten occurs for patterns having a luminance slightly higher than the adaptation luminance. This shift in peak contrast sensitivity was also noticed in the results from Papers II-IV, although not as pronounced.

5.4 Generation and evaluation of a new calibration method (Paper IV)

The obtained contrast sensitivities from Paper IV (Figure 31) were used to derive a new calibration method (GSDF\textsubscript{FAC}) that compensates the GSDF for fixed adaptation. The luminance output for the two calibration methods (GSDF and GSDF\textsubscript{FAC}) is shown in Figure 32 for a display calibrated between 2 and 600 cd/m\textsuperscript{2}.

![Figure 32: Luminance output as a function of DDL, for a display calibrated between 2 and 600 cd/m\textsuperscript{2}. The GSDF\textsubscript{FAC} is shown for three possible adaptation levels: (A) the logarithmic average of the maximum and minimum luminance, 35 cd/m\textsuperscript{2}; (B) the linear average of the luminance levels corresponding to all DDLs, 173 cd/m\textsuperscript{2}; (C) 7 cd/m\textsuperscript{2}.](image)
The GSDF_{FAC} is shown for three choices of adaptation level: (A) the logarithmic average of the maximum and minimum luminance, 35 cd/m²; (B) the linear average of the luminance levels corresponding to all DDLs, 173 cd/m²; (C) 7 cd/m². Compared to the GSDF, the slope of the GSDF_{FAC} (A) was higher at low and high luminance levels while it was lower at mid-luminance levels. When the adaptation level increased, as for GSDF_{FAC} (B), the contrast increased for low luminance levels and decreased for high luminance levels, while the opposite was true when the adaptation level decreased, as for GSDF_{FAC} (C).

Results from the evaluation study are shown in Figure 33. As can be seen, for a display calibrated according to the GSDF, the perceived contrast was highest for the two objects closest to the background luminance (pixel value 100). For objects far from the background luminance, the perceived contrast was lower. For this calibration, the AUC\textsubscript{VGC} ranged from 0.18 to 0.71. When the display was calibrated according to the GSDF_{FAC} (assuming an adaptation level equal to the background luminance which was set to the logarithmic average of the minimum and maximum luminance), the score ranged from 0.44 to 0.68 and the available contrast was thus distributed more evenly than for the GSDF. The two lowest scores for the GSDF were obtained for the darkest and brightest patterns. These scores were significantly lower than the lowest score obtained for the GSDF_{FAC}. For the GSDF, the scores for all luminance levels were statistically separated from the average value; three were lower and two were higher. For the GSDF_{FAC}, three of the scores could not be separated from the average value.

Figure 33: AUC\textsubscript{VGC} scores from the evaluation study of the two calibration methods in Paper IV. Error bars correspond to the 95% CI.
6 DISCUSSION

Eye adaptation and the limited dynamic range of the adapted human visual system is something that must be considered when viewing medical images – especially on high brightness displays. In Paper I, the theoretical effects of combining the GSDF with a model for fixed adaptation were studied. The results showed that the perceived contrast was distributed unevenly throughout the grayscale with more perceived contrast in the mid-gray region than in the dark and bright regions. The effects were stronger when using a high luminance range and for some eye adaptation models. In the literature there are at least two models for fixed adaptation\(^3\),\(^6\) – and they differ. In order to obtain a model that was realistic when viewing medical displays, observer studies of low-contrast patterns had to be conducted under realistic conditions. The methodology for generating low-contrast patterns on computer displays was developed and tested in Paper II. Since the used luminance resolution turned out to be insufficient, the methodology was further refined in Paper III. Finally, in Paper IV, a model for fixed adaptation was obtained and used to derive a version of the GSDF that is compensated for the effects of fixed adaptation. The obtained model for fixed adaptation showed a more predominant effect than the model used in Paper I, further strengthening the conclusion that fixed adaptation must be considered when viewing medical images. In an evaluation study, the newly developed compensated version of the GSDF distributed the perceived contrast more evenly than the GSDF.

The following sections discusses important aspects of the methods used and the obtained results.

6.1 Theoretical determination of optimal luminance settings (Paper I)

As the luminance range of a display increases, each change in DDL corresponds to an increasing number of JNDs per DDL. On the other hand, an increasing luminance range also causes the contrast sensitivity to decrease for objects with a luminance far from the adaptation luminance, as described by the f-factor. Since the f-factor is always close to unity in the vicinity of the adaptation luminance, it is not surprising that the obtained \(P_{\text{max}}\) was almost the same for all adaptation models. Larger discrepancies will only occur under the unlikely circumstance that the adaptation luminance is outside the luminance range of the display. The \(P_{\text{ave}}\), on the other hand, is the average probability of detection for all DDLs and it is clear that the linear average model suffered from having the adaptation level far from the majority of the other luminance levels, especially for large luminance ranges. Since the distribution of f-factor values on a logarithmic scale is more symmetric for low adaptation levels than for high adaptation levels within the luminance range, the low logarithmic average adaptation level will avoid very low f-factor values. The \(P_{\text{min}}\) is determined by the largest distances between the adaptation luminance and the luminance of an observed object, and for the linear average model in combination with an increasing luminance range, the increase
in JNDs per DDL no longer compensates for the reduction in contrast sensitivity due to the f-factor. By using a large luminance range, some of the displayed details are unlikely to be detected. The logarithmic average model did not reach the point where perceived contrast is reduced, even for the maximum luminance range included in this study, although $P_{\text{min}}$ appeared to be close to the maximum possible value. However, the results indicate that an even larger luminance range or an f-factor model that predicts a faster decrease in contrast sensitivity than the f-factor described by Barten\cite{63} will result in a loss of perceived contrast even for the logarithmic model.

In the lower right part of Figure 30, $P_{\text{max}}$, $P_{\text{ave}}$ and $P_{\text{min}}$ for the logarithmic average model are compared together with the variable adaptation model. Even though perceived contrast increases in all parts of the image ($P_{\text{min}}$ is increasing), even for objects with a luminance as far as possible from the adaptation luminance, it is obvious that displays with a large luminance range will not be perceptually linear. As the luminance range increases, the distance between $P_{\text{max}}$ and $P_{\text{min}}$ also increases, and objects close to the adaptation luminance will be displayed with a higher contrast than objects with a luminance far from the adaptation luminance. Although the maximum luminance range used in this study is large by clinical standards today, it is not technically impossible to achieve by using state-of-the-art displays.\cite{124, 125} Also, even for the logarithmic adaptation model, which is close to ideal with regards to the symmetry of the f-factor, $P_{\text{min}}$ is close to its peak value.

In Paper I, it was concluded that the results indicate that the full luminance range of a display calibrated according to the GSDF should be used in order to best visualize the image information. Under the assumption that Barten’s f-factor is valid and that the logarithmic average adaptation model is likely, the conclusion is correct. By increasing the luminance range, the perceived contrast increases in all parts of the image, although the distribution of perceived contrast becomes increasingly less uniform. However, the results from Paper IV indicate that the dynamic range of the HVS is smaller than that described by Barten.\cite{63} By using a contrast model with a smaller dynamic range (discussed further in section 6.3) or luminance adaptation models (discussed further in section 6.5) than in Paper I, reductions in perceived contrast is likely even for some of the studied luminance ranges. Therefore, the conclusion from Paper I has to be modified; when calibrating a display according to the GSDF, there is a maximum luminance ratio beyond which perceived contrast will start to decrease in parts of the image.

6.2 Effects of non-uniform luminance distributions (Papers II and III)

In Paper II, the spatial luminance distribution of the background did not affect the contrast threshold. The obtained thresholds for patterns displayed on a homogenous background and a non-homogenous background with the same average luminance, but with bright lines on a low-luminance background, could not be separated statistically. However, it should be noted that studying static patterns on a static background is relatively far from the clinical conditions
when radiologists rapidly study different parts of clinical images. When the luminance distribution on the retina varies temporally, the adaptation level is determined not only by the average luminance but also by spatial correlations within the scene, a process one hundred times slower than the immediate light response.\textsuperscript{126}

Paper III concluded that ambient light originating from outside the display itself did have an effect on the ability of the observer to detect low-contrast objects in dark areas but this effect seemed to be moderate unless the luminance from the surrounding area was higher than the display average luminance (see Figure 28 and Table 5). A high luminance from outside the display did affect the ability to detect low luminance patterns negatively. The viewing angle contributing to eye adaptation has been suggested to correspond to 11 degrees,\textsuperscript{54} which corresponds to a circular area of 23 cm when a viewing distance of 60 cm is used, which is well inside the borders of a display. The decrease in contrast sensitivity is probably caused by veiling glare, i.e. the scattering of light inside the eye that causes a reduction in perceived contrast. Similar effects have been demonstrated in other studies.\textsuperscript{107, 109}

\section*{6.3 Determination of contrast thresholds and comparisons with the f-factor (Papers II-IV)}

Most of the studies that the GSDF is based on were performed using the method of adjustment in which an observer adjusts the contrast of a pattern until it is barely visible. Since the adjusted pattern ends up visible, the obtained contrast threshold is higher than that obtained in a 2AFC study, where detection performance rather than visibility confidence is measured. The ratio between contrast thresholds obtained with 2AFC and the method of adjustment has been proposed to be between 0.64 and 0.68.\textsuperscript{127}

The differences in contrast thresholds obtained in the different studies, as shown in Table 6 and Figure 31, may be attributed to three different effects: the shape of the patterns were not ideal in Paper II (discussed further in section 6.6), the observer studies in Papers II and III were relatively small, and the composition of observers varied between all three observer studies. The observer studies are discussed further in section 6.7. Another reason for the higher contrast threshold values obtained in Paper III compared to Paper IV is the choice of detection level. In paper III, the contrast thresholds were determined at 80\% correct responses compared to 75\% in Paper IV. However, the conclusions in Papers II-IV are all based on relative contrast sensitivities, where the obtained contrast sensitivities for all luminance conditions are compared to a reference condition. The absolute detection threshold and observer composition are therefore of minor importance.

The results from Paper IV are probably more accurate than the results from Papers II and III. In Paper IV, contrast thresholds at nine luminance levels were determined using ten levels of pattern contrast for each luminance level. In Paper II and III, four pattern contrast levels were used for each of the three luminance levels. The number of observations for each contrast
level was also considerably larger in Paper IV than in Paper II and III. A brief summary of the study setups is shown in Table 4 in section 4.7.

In Paper IV, the obtained contrast sensitivities for patterns with a luminance different from the adaptation luminance were lower than the values obtained by Barten’s f-factor. The results of Paper IV thus indicate that the effect of fixed adaptation is more pronounced than expected from the f-factor. Since the f-factor values were used in Paper I, the results from this paper are likely underestimated. If Paper I were to be recalculated using the results from Paper IV, the differences between the variable adaptation model and the two models for fixed adaptation (logarithmic average and linear average) would, in most cases, be more pronounced. \( P_{\text{max}} \) would not be affected since the peak of the Gaussian reaches unity even though the width is narrower. However, due to the narrower width of the Gaussian curve that describes the effect of fixed adaptation, \( P_{\text{min}} \) would be clearly reduced. An increasing luminance range would thus increase the contrast more slowly at the extreme luminance levels than in the mid-gray area. Also, the peak for \( P_{\text{min}} \) would occur at a lower luminance range than predicted when using Barten’s f-factor.

### 6.4 Generation and evaluation of a new calibration method (Paper IV)

Image consistency is essential in medical imaging. When a new set of patient images is compared to images taken at a previous occasion, any changes should ideally be caused by changes in the patient itself. There are however several factors other than patient anatomy that can influence image appearance, such as imaging equipment, used technique factors at image acquisition, image processing and image display. As imaging technology advances, old equipment is replaced with new technology and new image processing algorithms are developed, causing the obtained images to be better than before, but also different. It is important to introduce such changes in a controlled manner in order for the radiologists to interpret the new images correctly. Any sudden unannounced changes in image quality will leave the radiologists wondering if the patient has changed or if the change is caused by something else. Although consistency in image appearance is desired over time, it is not always possible to achieve since patients are examined in different hospitals using different equipment. Another large source of possible image inconsistency is displays. Images presented on uncalibrated displays will not be perceived as similar if there is a difference in luminance range, characteristic curve, ambient light or reflection properties. For example, the same digital image will take a different appearance in the radiology reading room than when image processing was optimized in the examination room. An image presented in a bright operating room will be different from when the surgeon first saw it at a review station. Displays next to each other on the same workstation will render images differently. The GSDF is a huge improvement compared to uncalibrated displays and a large degree of image similarity is obtained across a large range of luminance conditions. However, since the GSDF is based on variable adaptation, large luminance ranges are not accounted for. As display technology advances, the luminance ranges are increasing and modern displays are brighter...
than ever before. A higher maximum luminance and lower reflection properties make the luminance range increasingly wider, which is beneficial since the overall contrast increases and it is possible to use displays in even brighter locations with a decreased sensitivity for variations in ambient lighting. However, as described above, when a display with a high luminance range is calibrated according to the GSDF, perceived contrast in the darkest and brightest parts of an image will be reduced compared to a display with a lower luminance range.

The GSDF<sub>FAC</sub> aims at providing an equally distributed contrast over the full luminance range of the display under the assumption of fixed adaptation. For a low luminance range, the viewing conditions may be approximated as variable adaptation and GSDF will thereby provide a satisfactory result. For a large luminance range, perceived contrast decreases for objects far from the adaptation level and in order to calibrate the display according to the GSDF<sub>FAC</sub>, the adaptation level must be estimated. However, the choice of adaptation level has a large influence on the obtained display function, as can be seen in Figure 32 where the GSDF<sub>FAC</sub> is shown for three adaptation levels. Since an adaptation level corresponding to the logarithmic average of the minimum and the maximum luminance of the display causes the contrast sensitivity function to be almost symmetric over the luminance range of the display, the contrast in the darkest and the brightest regions of the luminance range are equally affected, and the GSDF<sub>FAC</sub> is thereby relatively similar to the GSDF. An adaptation level far from the logarithmic average will cause the contrast sensitivity function to be asymmetric, and the GSDF<sub>FAC</sub> thereby increases the contrast for the luminance levels where the contrast sensitivity is low and decreases the contrast for the luminance levels where the contrast sensitivity is high.

The influence of adaptation level also affects the GSDF, although the effect is not as obvious since only one single display function is possible. However, the GSDF is based on variable adaptation and is therefore only valid at one single point – the adaptation level. At all other points on the GSDF, the validity decreases as the distance between object luminance and adaptation luminance increases. Due to the symmetry of the contrast sensitivity function obtained at the logarithmic average of the minimum and maximum luminance of the display, very low contrast sensitivities at the extreme luminance levels are avoided. If, on the other hand, the adaptation level is close to one of the extreme luminance levels, the GSDF provides a high contrast at the adaptation luminance but, due to very low contrast sensitivity values at the other extreme luminance level, the perceived contrast will there be very low. For example, a GSDF-calibrated display that displays an image that is mostly white will require a much higher contrast in the low-luminance region than stated by the GSDF in order for details to be visible.

Although the evaluation study was performed with an adaptation level corresponding to the logarithmic average of the two extreme luminance levels of the display, which is the most beneficial operating point of the GSDF due to the symmetry of the contrast sensitivity function, the GSDF<sub>FAC</sub> clearly distributed the perceived contrast more evenly than the GSDF. Other choices of adaptation levels would likely increase the difference between the two calibration methods. In the evaluation study (Figure 33), the patterns displayed with the
GSDFFAC still had variations in perceived contrast – objects in dark and bright parts received higher scores than objects in the mid gray. Subjective contrast is difficult to quantify and although the observers had been instructed to rate the contrast between the small circle and the larger surrounding circle, it is possible that they were also influenced by the contrast between the larger circle and the background. Another explanation might be that the pattern size was larger than the sinusoidal pattern used when deriving the new calibration method, and possibly large enough to influence the adaptation level of the observer and thereby pushing it slightly in the direction of the studied luminance level.

Image processing and display characteristics are always closely connected to each other. When optimizing the image processing for an image, the image only looks as intended on the used display, or on a display where the distribution of perceived contrast throughout the luminance range is similar. If uncalibrated displays are used, image processing has to be adjusted manually for every display, a process that is not only time consuming, but also highly dependent on the operator. The loss of contrast in dark and bright regions in GSDF-calibrated high-luminance-range displays can of course be compensated for by increasing the image processing contrast accordingly, but this does not solve the basic problem with inconsistencies between displays with different luminance ranges. Since the GSDFFAC distributes the perceived contrast more evenly throughout the grayscale than the GSDF does, the increase in contrast at one luminance level unavoidably causes a decrease in contrast for another luminance level. The main benefit of using a display calibration that is perceptually uniform across displays with different luminance ranges is that image processing can be left unaltered while maintaining the intended appearance. However, if the display calibration is changed from GSDF to GSDFFAC, image processing must be changed accordingly in order not to lose contrast at luminance levels where actual lesions are likely to occur. Once the image processing is optimized for the new calibration method, the need for successive alterations of the image processing is reduced compared to using the GSDF.

### 6.5 Eye adaptation

Eye adaptation is a complex biological process and the most visible mechanism is the change in pupil size with varying light intensity. However, since the pupil size only varies between 2 and 8 mm in diameter, the pupil only accounts for a minor modulation of the incoming light, and the remaining part of the 14 orders of magnitude under which the HVS operates is regulated by up to eight distinct molecular mechanisms, making eye adaptation difficult to quantify.

When determining the contrast thresholds using observer studies in Papers II-IV, the adaptation luminance level was expressed as the luminance of a homogenous display surface. As described above, the adaptation luminance for clinical images where the luminance distribution is far from homogenous, may be approximated by the average luminance incident on the eyes within a viewing angle of 11 degrees, and the choice of fixation point within the image therefore probably affects the adaptation level as well. It is also possible that the luminance distribution within the viewed area plays a role, although results from Paper II
indicate that the adaptation level is determined mainly by the average luminance. A first
approximation of the adaptation level when viewing medical images is to use the average of
the maximum and minimum luminance. Since the GSDF is close to exponential, a linear
average will probably overestimate the average luminance and a logarithmic average will
therefore probably be closer to the correct value. By using the extreme luminance values, only
the luminance range is considered and not the shape of the characteristic curve. A better
approximation is to calculate the average value of all possible luminance levels. Under the
assumption of a flat p-value histogram, i.e. an equal number of all possible p-values, the
luminance distribution is determined only by the characteristic curve of the display. For
example, consider a GSDF calibrated display with a minimum luminance of 1 cd/m² and a
maximum luminance of 600 cd/m². The linear average of the maximum and minimum
luminance is 300.5 cd/m², the logarithmic average of the maximum and minimum luminance
is 24.5 cd/m² and the linear average of all luminance levels is 128.1 cd/m². More research is
required in order to determine an adaptation level that best represents the viewing of medical
images. This adaptation level can then be used in order to calibrate displays according to
GSDF_{\text{fac}}.

Medical images do not have flat p-value histograms. The histogram varies with imaging
technique and examined body part. Also, the distribution of p-values depends on image
processing such as window/level, and the distribution of displayed p-values also changes when
only a part of the image is displayed by using zoom/pan functions. Since a typical display is
considerably larger than the area contributing to the adaptation level, the adaptation level is
determined by the local luminance distribution close to the fixation point in the viewed image.
If a large homogenous part of an image is studied, the viewing conditions might be described
as close to variable adaptation, but most clinical images have the full range of luminance levels
present even in relatively small areas, causing the viewing conditions to be closer to fixed
adaptation. Based on the assumption that viewing conditions for clinical images are best
described by fixed adaptation with an adaptation luminance between the linear and the
logarithmic average of the maximum and minimum luminance of the display, the results from
Paper I that best describes real viewing conditions are probably somewhere between the
logarithmic and the linear average adaptation models.

6.6 Pattern generation (Papers II-IV)

Low-contrast patterns generated on an 8-bit computer display will most likely always be above
the detection threshold. Unless the display has a poor luminance range, is placed in a high
brightness environment or is poorly calibrated, a difference of one DDL will be visible. In order
to generate complex patterns with a low contrast the number of luminance levels must be
increased, either by increasing the bit-depth of the display and/or by using sub-pixels. An
example of an obtained pattern using 8-bit DDLs with subpixel modulation from Paper II is
shown in Figure 34. At the indicated luminance level, and for the indicated pattern contrast,
the available luminance levels were too few, resulting in a pattern with only three luminance
levels. The shape of the obtained pattern is closer to a bar pattern than a sinusoidal. In Paper
ill, patterns with a shape far from the ideal sinusoidal were detected more easily than expected. Campbell et al. concluded that the contrast threshold of a pattern is determined only by the amplitude of the fundamental Fourier component of its wave form.\textsuperscript{7,130} A square wave would thus have a contrast sensitivity $4/\pi$ times greater than a sinusoidal pattern of the same spatial frequency.

![Figure 34: Sinusoidal fits for one combination of luminance level and contrast. The triangles indicate the ideal luminance levels while the squares are the available luminance levels. The pattern is from Paper II and was generated with 8-bit DDLs using subpixels.](image)

In order to obtain more available luminance levels, the luminance resolution has to be increased. One possible alternative is to allow the individual subpixels to deviate by two values, instead of one, from the other two subpixels. However, it is then possible for two neighboring subpixels to differ by up to four values. For example, two neighboring pixels with the subpixel values [75,75,77] and [73,75,75] will be close in luminance, but the luminance difference between individual subpixels will possibly be high enough to be noticeable by an observer with high spatial vision.

10 bit DDLs in combination with subpixel modulation was sufficient in Papers III and IV in order to create sinusoidal patterns that only marginally differed from the ideal. By using subpixel modulation, the number of available luminance levels is increased by a factor of seven, similar to increasing the luminance resolution by three bits (a factor eight). Even though the number of DDLs of most displays is limited to 8 or 10 bits, it is possible that the luminance resolution of the display is higher. When generating sinusoidal patterns, it is the output luminance resolution that is critical, not the number of DDLs. The number of DDLs limits the number of simultaneously displayed grayscale levels, and for a sinusoidal test pattern it would be sufficient for only five grayscale levels to be displayed simultaneously. Theoretically, Papers III and IV could have been performed using 8-bit DDLs together with 10-bit luminance resolution. Subpixel modulation would still have been required since this method increases the luminance resolution. However, by using 10-bit DDLs, the characteristic curve can be measured with
higher resolution and thereby avoiding interpolations. Nevertheless, it would actually be possible to also measure the same amount of luminance levels using 8-bit DDLs by repeating the measurement of the characteristic curve four times with the display LUT values increased by one between each measurement.

6.7 Observer studies (Papers II-IV)

As always in observer studies, the outcome is heavily dependent on the observers. However, as previously mentioned, the conclusions in Papers II-IV are all based on relative contrast sensitivities, where the obtained contrast sensitivities for all luminance conditions are compared to a reference condition. The absolute detection threshold and observer composition are therefore of minor importance. The average age and age range of the observers are shown in Table 7.

Table 7: Age statistics of the observers in the observer studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observers</td>
<td>15</td>
<td>10</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Average age</td>
<td>31</td>
<td>32</td>
<td>36</td>
<td>33</td>
</tr>
<tr>
<td>Median age</td>
<td>28</td>
<td>31</td>
<td>33</td>
<td>28</td>
</tr>
<tr>
<td>Minimum age</td>
<td>22</td>
<td>27</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Maximum age</td>
<td>59</td>
<td>43</td>
<td>65</td>
<td>63</td>
</tr>
</tbody>
</table>

There was no need for previous experience in viewing images since the tasks did not require any kind of advanced decision making. The task was usually a simple matter of deciding whether or not a pattern was present to the left or to the right. As radiologists were not needed, the process of finding observers was simplified. Co-workers and medical physics students had the, somewhat doubtful, honor of viewing thousands of test patterns. Although the task of deciding whether a pattern was present to the left or to the right might seem like an easy task, it most definitely was not. If it were easy, the outcome would be 100% correctly identified patterns and thus of no use. The patterns had to be close to the detection threshold, which in practice meant that they were experienced as not visible at all. The observers had to base their decisions on the fact that the area on either side was slightly more inhomogeneous than on the other. The main problem in these types of studies is to use test patterns with just the right contrast. If the contrast is too low, the detection rate will be close to 50%, i.e. nothing but chance in a 2AFC study. If the contrast is too high then all patterns will be correctly identified. The useful contrast span for a particular observer is small and on top of that, the contrast sensitivity differs among observers. Some patterns may be easily detected by one observer and almost impossible to see for another. The range of pattern contrast levels could of course be expanded to compensate for this effect, but that would also increase the workload considerably. The observers would have had to put a lot of effort into patterns that are either clearly below or clearly above the detection threshold. Due to the statistical nature of this detection task, there had to be many observations of the same test pattern, and to increase a large study with even more patterns where a large part of the observations would
be meaningless did not seem like the right way to go. A better alternative for future studies would probably be to generate a large number of patterns over a relatively large contrast range and use some variant of the staircase method. In this case, the range of pattern contrasts would adjust to each individual observer, resulting in faster studies.
7 CONCLUSIONS

The main conclusions drawn from the studies presented in this thesis are

- that perceived contrast is possible to quantify on medical displays using vision research close to the detection threshold, even though the available luminance levels are discrete and irregularly distributed across the luminance range;

- that a new calibration method that compensates the GSDF for fixed adaptation distributes the perceived contrast more evenly than the GSDF across a high luminance range.

The specific conclusions drawn from the studies presented in this thesis are

I. that displays with a relatively high luminance range calibrated to the GSDF are far from perceptually uniform and that a further increase in luminance range may even cause a reduction in perceived contrast in the darkest and the brightest parts of an image;

II. that vision research close to the detection threshold using sinusoidal patterns is possible to conduct on medical displays, but a luminance resolution of 11 bits (8 bit DDLs using subpixel modulation) is not enough in order to achieve a sufficient number of test patterns;

III. that a luminance resolution of 13 bits (10 bit DDLs using subpixel modulation) is enough to produce sinusoidal patterns across the entire luminance range, and that luminance originating from outside the display may have an effect on the low-contrast detection ability if the luminance level is higher than the adaptation level;

IV. that the calibration method developed provides a more uniform distribution of perceived contrast across the entire range of a high luminance range display, compared to the GSDF.
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