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Abstract

Strong light-matter interaction offers the possibility to modify chemical and physical properties of molecules by modifying their photonic environment, resulting in the creation of hybrid light-matter states, known as polaritons. The field of polaritonic chemistry using microfluidic cavities is in its infancy, and developing methods to increase the coupling strength is necessary to maximise the effects of polaritonic states. Moreover, exploring the effect of strong coupling on photophysical properties is necessary.

This thesis covers the design, characterisation and modeling of strongly coupled systems, with the aim of studying photophysical properties and developing methods to increase the total coupling strength between light and matter. Using FT-IR spectroscopy and numerical modeling, an increase of 50% of the coupling strength is reported by aligning the molecular transition dipole moment inside a cavity. Additionally, another method is introduced using artificial plasmonic molecules which increases the coupling strength of a nitrile absorption band by almost an order of magnitude. Furthermore, this thesis shows that upscaling microfluidic cavities is possible without affecting the coupling strength. Finally, selective manipulation of excited states in the strong coupling regime are demonstrated.

This dissertation is an exploratory study of several aspects of strong light-matter coupling paving the way to a new chemistry, and new approaches in material sciences.

Keywords: Strong coupling, Vibropolariton, Polaritonic chemistry
Abstract

Strong light-matter interaction offers the possibility to modify chemical and physical properties of molecules by modifying their photonic environment, resulting in the creation of hybrid light-matter states, known as polaritons. The field of polaritonic chemistry using microfluidic cavities is in its infancy, and developing methods to increase the coupling strength are necessary to maximise the effects of polaritonic states. Moreover, exploring the effect of strong coupling on photophysical properties is necessary.

This thesis covers the design, characterisation and modeling of strongly coupled systems, with the aim of studying photophysical properties and developing methods to increase the total coupling strength between light and matter. Using FT-IR spectroscopy and numerical modeling, an increase of 50% of the coupling strength is reported by aligning the molecular transition dipole moment inside a cavity. Additionally, another method is introduced using artificial plasmonic molecules which increases the coupling strength of a nitrile absorption band by almost an order of magnitude. Furthermore, this thesis shows that upscaling microfluidic cavities is possible without affecting the coupling strength. Finally, selective manipulation of excited states in the strong coupling regime are demonstrated.

This dissertation is an exploratory study of several aspects of strong light-matter coupling paving the way to a new chemistry, and new approaches in material sciences.

Keywords: Strong coupling, Vibropolariton, Polaritonic chemistry
Acknowledgments

First and foremost, I would like to express my very great appreciation to Dr Karl Börjesson, a talented teacher and passionate scientist, whose altruistic time and care were sometimes all that kept me going during my four years of PhD. I also thank Karl for appreciating my research strengths and patiently encouraging me to improve in my weaker areas. I am proud to say my experience in the Molecular material group was intellectually exciting, and has motivated me to continue in academic research. Many thanks also to my co-supervisor Prof Gunnar Nyman and my examiner Prof Johan Bergenholtz for your advices and guidance.

I would like to express my gratitude to Prof David Lidzey, Prof Donatas Zigmantas, Prof Magnus Jonsson and Prof Marica Ericson for accepting to participate in my thesis jury, and for their constructive comments on this dissertation. I am also very grateful to all collaborators with whom none of my work would have been possible: Prof Timur Shegai, Prof Per Rudquist, Dr Batulga Munkhbat and Dr Denis Baranov from Chalmers University. Special thank to Prof Thomas Ebbesen and Dr James Hutchison from the ISIS in Strasbourg for letting me discover this wonderful world of scientific research during my Master thesis and collaboration during my PhD. All past and current members of the Laboratoires des Nanostructures I had the chance to work with: Thibault, Anoop, Jino, Atef, Hadi, Eloise, Xiaolan, Cyriaque, Shaojun, Stefano, Robrecht to name a few.

I would also like to thank all the staff that reduces our burdens in dealing with administrative routines. Thank you Linn, Catarina, Ingrid and everyone else.

To all my group members: Jürgen (always good to have someone zooming at 6400% for corrections), Alex, Clara, Chen, Mao, Yizhou, Martin, Yi and Pedro. You are extraordinary people.

Alex, Alica, Rickard, Pedro, Clara and Suman for all the Friday's beers, as
Acknowledgments

First and foremost, I would like to express my very great appreciation to Dr Karl Börjesson, a talented teacher and passionate scientist, whose altruistic time and care were sometimes all that kept me going during my four years of PhD. I also thank Karl for appreciating my research strengths and patiently encouraging me to improve in my weaker areas. I am proud to say my experience in the Molecular material group was intellectually exciting, and has motivated me to continue in academic research. Many thanks also to my co-supervisor Prof Gunnar Nyman and my examiner Prof Johan Bergenholtz for your advices and guidance.

I would like to express my gratitude to Prof David Lidzey, Prof Donatas Zigmantas, Prof Magnus Jonsson and Prof Marica Ericson for accepting to participate in my thesis jury, and for their constructive comments on this dissertation.

I am also very grateful to all collaborators with whom none of my work would have been possible: Prof Timur Shegai, Prof Per Rudquist, Dr Battulga Munkhbat and Dr Denis Baranov from Chalmers University. Special thank to Prof Thomas Ebbesen and Dr James Hutchison from the ISIS in Strasbourg for letting me discover this wonderful world of scientific research during my Master thesis and collaboration during my PhD. All past and current members of the Laboratoires des Nanostructures I had the chance to work with: Thibault, Anoop, Jino, Atef, Hadi, Éloïse, Xiaolan, Cyriaque, Shaojun, Stefano, Robrecht to name a few.

I would also like to thank all the staff that reduces our burdens in dealing with administrative routines. Thank you Linn, Catarina, Ingrid and everyone else.

To all my group members: Jürgen (always good to have someone zooming at 6400% for corrections), Alex, Clara, Chen, Mao, Yizhou, Martin, Yi and Pedro. You are extraordinary people.

Alex, Alica, Rickard, Pedro, Clara and Suman for all the Friday’s beers, as
one would say 'and one for the doctor'.

My past and current officemates, Kati, Chen and Mao. Thank you for all the fun and discussions we had together. Khushbu for the amazing chapati party.

Special thanks to Mariza, a amazing person, artist, dancer, skateboarder oregano/olive oil lover.

To the подтягивания/引体向上/barras team, thank you for my writing breaks.

All the present and former colleagues on the 8th floor which I had the pleasure to interact with. Thank you Emma, Marcus, Ruth, Bothulf, Lena, Mari, Jörgen, David, Peter and everyone who gave me all the energy needed during the past years.

Many thoughts to the people from Strasbourg: Jean-Yves, Oussama, Olivia, Nico, Thomas, Odeleine, François, Ziyad, à lui, à elle, à eux, à tout le monde et bien sûr les délicieuses pizza d’Il Francese à Strasbourg.

Last but not least special thanks to the R4, Lamajune and everyone for being here after so many years.
List of Publications

The work presented in this thesis is based on research reported in the following research articles, referred to as Paper I-IV. The list includes the contributions by the author to each article.

**Paper I:**
*Voltage-controlled switching of strong light-matter interactions using liquid crystals*

Performed all the experimental work, including the cavity design and fabrication, cleanroom work, optical characterisation and the theoretical analysis. Wrote the manuscript.

**Paper II:**
*Selective manipulation of electronically excited states through strong light-matter interactions*

Developed and performed the transfer matrix simulation, performed the theoretical analysis (dispersion analysis, fittings and Hopfield coefficients), helped to design the experimental setup to measure the temperature dependent phosphorescence rate. Contributed to the writing of the manuscript.

**Paper III:**
*The effect of coupling mode in the vibrational strong coupling regime*

Performed all the work, including the cavity design and fabrication, optical characterisation and theoretical analysis. Wrote the manuscript.
Paper IV:

Enhancing light-matter coupling strength beyond the molecular concentration limit

Performed the optical characterisation, cavity preparation (excluding the deposition of the gold nanorods), contributed to the theoretical analysis and co-wrote the manuscript.

Publications not included in this thesis:

Paper V:

Electronic light-matter strong coupling in nanofluidic Fabry-Pérot cavities

Paper VI:

Angle-independent polariton emission lifetime shown by perylene hybridized to the vacuum field inside a Fabry-Pérot cavity

Paper VII:

Strong light-matter interactions: A new direction within chemistry

Paper VIII:

Multiplicity conversion based on intramolecular triplet-to-singlet energy transfer
Alexei Cravcenco, Manuel Hertzog, Chen Ye, Muhammad Naeem Iqbal, Uwe Müller, Lars Eriksson, Karl Börjesson, Sci. Adv. 5 (9), eaaw5978. [7]
Abstract v

Acknowledgments vii

List of Publications ix

Contents xi

1 Introduction 1

2 Molecular Interactions with an Electromagnetic Field 5
  2.1 Interactions of light and matter .............................. 5
    2.1.1 Transition dipole moment ............................. 6
    2.1.2 Infrared spectroscopy ................................ 7
    2.1.3 Electronic spectroscopy ............................... 10
    2.1.4 Molecular absorption ................................. 14
    2.1.5 The fate of excited states ............................ 15
  2.2 Nematic liquid crystals ................................. 19
    2.2.1 Fréedericksz transition ........................... 21
    2.2.2 Optical anisotropy ................................ 22
  2.3 Infrared plasmonics ................................. 24
    2.3.1 Plasmon surface lattice resonances ..................... 25

3 The Fate of an Organic Molecule within an Optical Cavity 27
  3.1 Strong coupling theory ................................. 27
    3.1.1 Quantum description of the strong-coupling regime .... 28
    3.1.2 Coupled harmonic oscillators .......................... 32
    3.1.3 Dissipation from the system ........................... 33
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>Transition dipole moment orientation influence on the coupling strength</td>
<td>36</td>
</tr>
<tr>
<td>3.3</td>
<td>Photophysical properties in the strong coupling regime</td>
<td>39</td>
</tr>
<tr>
<td>3.4</td>
<td>Coupling strength enhancement using artificial plasmonic molecules</td>
<td>41</td>
</tr>
<tr>
<td>4</td>
<td>Methodology</td>
<td>45</td>
</tr>
<tr>
<td>4.1</td>
<td>Experimental</td>
<td>45</td>
</tr>
<tr>
<td>4.1.1</td>
<td>Infrared spectroscopy</td>
<td>46</td>
</tr>
<tr>
<td>4.1.2</td>
<td>Ultraviolet-visible spectroscopy</td>
<td>51</td>
</tr>
<tr>
<td>4.1.3</td>
<td>Thin film deposition</td>
<td>54</td>
</tr>
<tr>
<td>4.1.4</td>
<td>Liquid crystals alignment</td>
<td>56</td>
</tr>
<tr>
<td>4.1.5</td>
<td>Electro-optic switching of liquid crystals</td>
<td>57</td>
</tr>
<tr>
<td>4.1.6</td>
<td>Cavity thickness adjustment</td>
<td>59</td>
</tr>
<tr>
<td>4.2</td>
<td>Computational</td>
<td>61</td>
</tr>
<tr>
<td>4.2.1</td>
<td>Transfer matrix method</td>
<td>61</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Complex refractive index</td>
<td>66</td>
</tr>
<tr>
<td>5</td>
<td>Summary of Research &amp; Outlook</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>Bibliography</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>Appended Paper I–IV</td>
<td>91</td>
</tr>
</tbody>
</table>
Light and matter has been a source of curiosity and fascination throughout Human history. While seeing the history of the scientific concepts that give the foundation of modern science, it is interesting to see that light and matter were treated as two different entities. Few centuries before common era, the Greek civilisation proposed that the matter is composed of small indivisible particles, latter called atoms from the Greek word ἀτομος (i.e. indivisible) by John Dalton in 1804. Greek philosophers developed several theories of the fundamental nature of light, the foundations of optics were developed by Euclidean in his famous book Elements, which defined the axiomatic approach to geometry [8]. Before the start of the second millennium, the Islamic period expanded the knowledge inherited from the Greek civilisation and contributed to the foundation of modern science. For example, Ibn-Sahl excelled in optics and wrote in 984 On Burning Mirrors and Lenses in which he discusses the property of lenses and presented a geometric argument based on the sine law of refraction, later known as Snell’s law. Few centuries later, the scientific revolution took place. This period was a series of events that marked modern science exemplified
Figure 1.1 Historical timeline of few major discoveries in the history of light-matter interaction.

by great scientist such as Descartes, Fermat, Lavoisier, Maxwell, Avogadro, just to name a few and intriguing discoveries, like the double-slit experiment from Young, which gave a glimpse of the. But it was not until the advent of quantum mechanics in the first half of the twentieth century that the quantum theory of light-matter interaction was developed by Dirac [9] (Fig. 1.1). The interaction between light and matter is ubiquitous in modern life and its understanding has lead to many discoveries impacting our society daily such as photovoltaics [10] or photodynamic therapy [11].

The reductionist approach to light-matter interaction does not take account of some experimental observations. This is because the qualitative properties of a macroscopic system are not a simple sum of the isolated constituents’ properties, a phenomenon known as emergence and described by Anderson in his seminal paper ‘More is different’ published in 1972 [12]. Such phenomenon can
be observed in the self-aggregation of organic dyes, known as J-aggregates or H-aggregates. In those systems, the Coulombic interaction between molecules is significant when the intermolecular distance is small. Therefore, a resonant transfer of the excitation energy occurs between molecules resulting in a delocalisation of the excitation [13]. If the coupling is strong [14], the system will be characterised with new eigenstates giving rise to new optical properties as compared to an isolated molecule [15].

In a similar way as exciton coupling, molecules can be affected by its surrounding electromagnetic environment. For example the radiative decay of a molecule close to a metallic surface may be altered [16]. When the coupling to the electromagnetic environment is strong enough, hybrid light-matter states, called polaritons, will emerge. This was first reported by Yakovlev et al. in 1975 [17]. Similarly, Pockrand et al. reported in 1982 strong coupling between Langmuir-Blodgett monolayer assemblies and a surface plasmon [18]. The next 25 years have lead to numerous progress using inorganic materials with the demonstration of polariton Bose-Einstein condensates [19–21], superfluidity [22, 23] or topological polaritons [24] among many others. Even though the considerable amount of literature published based on inorganics and organic material in the weak-coupling regime [25–28], the first experimental observation of strong light-matter interaction using organic molecules was published in 1998 by Lidzey et al. in a pioneering paper [29] and was theoretically introduced the year before by Agranovich et al. [30]. Due to their large transition dipole moment, organic molecules enable to explore the effect of strong-coupling at room temperature. Since the first demonstration of strong coupling with organic molecules, the field has been renewed and enormous amount of effort has been accomplished both experimentally [4, 5, 31–52] and theoretically [53–72].

A phenomenon, which has recently attracted a lot of interest is vibrational strong-coupling. The early reports on vibrational strong-coupling has motivated Ebbesen and coworkers to move the field towards organic chemistry, paving the way to a new field known today as polaritonic chemistry. Driven by experimental progress, an exciting field of applications has emerged at the interface between quantum electrodynamics, chemistry and material sciences.
Exploring the effect of strong coupling on photophysical properties is important in order to unveil the potential of strong light-matter interactions. Furthermore, it is therefore important to develop methods to increase the coupling strength in order to maximise the effect of strong coupling.

In this thesis, general background of light-matter interactions and experimental observations will be presented, as well as the scientific methods used in Papers I–IV. The structure of this thesis is as follows: to begin, in chapter 2, the basic concepts of light-matter interactions, in the visible and infrared region, will be introduced. Some general concepts of spectroscopy will be presented to give the reader an introduction to the theoretical background of the experimental techniques used. This chapter also introduces an overview of nematic liquid crystals and localised surface plasmon resonances. Thereafter, chapter 3 deals with the description of strong light-matter coupling, as well as experimental observations. The core concepts of strong-coupling will be discussed to give the reader a fundamental introduction to the topic. In chapter 4, experimental methods on how to fabricate optical cavities as well as the techniques used to quantify their properties are described, since the core of this thesis is based on experimental observations. Finally, in chapter 5, a summary of the main findings will be presented as well as an outlook will be discussed.
Molecular Interactions with an Electromagnetic Field

In the midst of our daily life, light and matter interact constantly, whether it be photosynthesis or in our eyes. As we take it for granted, understanding the nature of light-matter interaction is fundamental for the research presented in this thesis. This chapter is dedicated to the description of molecules that interact with an electromagnetic field.

2.1 Interactions of light and matter

Electromagnetic (EM) radiation consists of two synchronised oscillating fields, one magnetic $\mathbf{B}$ and one electric $\mathbf{E}$, propagating through space (Fig. 2.1). Electromagnetic waves are classified using their corresponding frequency or wavelength. EM waves with a wavelength from ca. 10 nm to 400 nm defines the ultraviolet (UV) region and if the wavelength is ca. 3 $\mu$m to 8 $\mu$m it is called mid-infrared (MIR). The visible light lays between 400 and 750 nm. Those are the spectral regions used during my research.
2. Molecular Interactions with an Electromagnetic Field

Figure 2.1 An electromagnetic wave propagating in the \( \hat{x} \) direction. The electric field (orange) and magnetic field (grey) oscillate along the \( \hat{y} \) and \( \hat{z} \) directions, respectively. \( \lambda \) defines the spatial period, also called wavelength.

Light can also be seen as discrete packets of energy, referred to as quanta in Einstein’s theory of black body radiation [73] and named later as photons by Gilbert Lewis in 1926 [74]. The energy of the photon is related to the frequency through the reduced Planck’s constant \( \hbar \):

\[
E = \hbar \omega .
\] (2.1)

The most simple interaction between a molecule and light is that one photon is absorbed by one molecule. After absorbing a photon, the molecule is promoted from the electronic ground state to an excited state. A necessary condition to fulfill is that the energy of the incoming light must be equal (or greater) than the energy difference \( \Delta E \) between the final \( E_f \) (excited) and initial \( E_i \) (ground) state energies. This condition is the so-called Bohr condition:

\[
\hbar \omega = \Delta E = E_f - E_i .
\] (2.2)

2.1.1 Transition dipole moment

The transitions induced by the electromagnetic field in a molecule are electric-dipole transitions. The oscillating electric field component of the radiation
interacts with electrical charges, i.e. the positive nuclei and negative electrons that constitute an atom or molecule, and cause the transitions observed in absorption and emission spectroscopies. The electric dipole moment $\mu$ operator is defined as:

$$\mu = \sum_{\alpha} q_{\alpha} r_{\alpha},$$  \hspace{1cm} (2.3)

where $q_{\alpha}$ and $r_{\alpha}$ are the charge and position vector of the $\alpha^{th}$ electron (or nucleus), respectively. The transition dipole moment between an initial state $\Psi_i$ and a final state $\Psi_f$ is:

$$\langle \mu \rangle_{f \leftarrow i} = \langle \Psi_f | \hat{\mu} | \Psi_i \rangle = \int \Psi_f^* \hat{\mu} \Psi_i \, d^3r. \hspace{1cm} (2.4)$$

The probability $P$ for a transition to occur is proportional to:

$$P \propto \left| \int \Psi_f^* \hat{\mu} \Psi_i \, d^3r \right|^2. \hspace{1cm} (2.5)$$

In order to be able to interact with the electromagnetic field, and therefore absorb (or emit) light, the molecule must possess a dipole oscillating at the same frequency. Only if the transition dipole moment (Eq. 2.4) is non-zero, i.e. $\langle \mu \rangle_{f \leftarrow i} \neq 0$, a transition is allowed. Having a closer look at the transition dipole moment leads to specific selection rules, that explain which transitions are allowed in terms of quantum numbers.

### 2.1.1 Transition dipole moment

Let’s consider the case of a diatomic molecule in the harmonic oscillator approximation. The vibrational energy levels $E_v$, resulting from the Schrödinger equation, are given by [75, 76]:

$$E_v = \hbar \omega \left( v + \frac{1}{2} \right), \hspace{1cm} (2.6)$$

where $v = 1, 2, 3 \ldots$ are the vibrational quantum numbers, $\omega$ the frequency of the harmonic oscillator with a spring constant $k$ and an effective mass $m_{\text{eff}}$ which is expressed as:

$$\omega = \sqrt{\frac{k}{m_{\text{eff}}}}. \hspace{1cm} (2.7)$$
The energy of the vibrational states given in terms of wavenumbers are called vibrational terms $\tilde{G}(v)$,

$$\tilde{G}(v) = \frac{E_v}{\hbar c} = \frac{1}{2\pi \hbar} \sqrt{\frac{k}{m_{\text{eff}}}} \left( v + \frac{1}{2} \right) = v \left( v + \frac{1}{2} \right). \quad (2.8)$$

The gross vibrational selection rule for absorption or emission is that the electric dipole moment of the diatomic molecule must be different when the two atoms are displaced relatively to each others. The transition is said to be infrared active. A permanent dipole moment is therefore not required, only a variation in dipole moment (even from zero). The vibrations that do not induce a change in dipole moment are said to be infrared inactive.

To understand the origin of the gross selection rule, let’s have a closer look at the expression of the transition dipole moment defined earlier. Using the definition of the electric dipole moment (Eq. 2.3), the variation in displacement from the equilibrium position (denoted with the subscript 0) can be expressed as a Taylor expansion:

$$\hat{\mu} = \hat{\mu}_0 + \left( \frac{d\hat{\mu}}{dx} \right)_0 x + \frac{1}{2!} \left( \frac{d^2\hat{\mu}}{dx^2} \right)_0 x^2 + \ldots \quad (2.9)$$

We can rewrite Eq. 2.4 as:

$$\langle \mu \rangle_f \leftarrow i = \hat{\mu}_0 \int \Psi^*_v \Psi_v \, dx + \left( \frac{d\hat{\mu}}{dx} \right)_0 \int \Psi^*_v x \Psi_v \, dx + \ldots \quad (2.10)$$

The integral multiplying $\hat{\mu}_0$ is equal to zero \(^\dagger\), hence the transition dipole moment, with $f \neq i$ and keeping only the linear term (first order), is given by:

$$\langle \mu \rangle_f \leftarrow i = \left( \frac{d\hat{\mu}}{dx} \right)_0 \int \Psi^*_v x \Psi_v \, dx. \quad (2.11)$$

It follows that the right-hand side is zero if the dipole moment does not vary with a displacement. To find the specific selection rules for infrared spectroscopy, we have to express the integral of Eq. 2.11 using Hermite polynomials and use \(^\dagger\) $\Psi_v$ and $\Psi_v$ are eigenfunctions of the same Hamiltonian and are orthogonal, which means if $f \neq i \Rightarrow \langle \Psi_v | \Psi_v \rangle = \int \Psi_v^* \Psi_v \, dx = 0.$
We can rewrite Eq. 2.4 as:

\[ \text{with a displacement. To find the specific selection rules for infrared spectroscopy, the vibrations that do not induce} \]

\[ \text{vibrational terms two atoms are displaced relatively to each others. The transition is said to be} \]

\[ \text{electric dipole moment of the diatomic molecule must be different when the} \]

\[ \text{change in dipole moment are said to be infrared inactive.} \]

\[ \text{It follows that the right-hand side is zero if the dipole moment does not vary} \]

\[ \text{from the equilibrium position (denoted with the subscript } \]

\[ \text{are eigenfunctions of the same Hamiltonian and are orthogonal, which means if} \]

\[ \text{and keeping only the linear term (first order), is given by:} \]

\[ \text{where the potential energy curve flattens at } V = D_e. \]

\[ \text{To take account of this anharmonicity of the potential energy, which is more close to the true potential, Philip M. Morse suggested in 1929 the so-called Morse potential [77]:} \]

\[ V(x) = D_e \left[ 1 - \exp(-ax) \right]^2, \quad (2.12) \]

\[ \text{where } x = r - r_e \text{ is the displacement and } a \text{ is a parameter setting the curvature of the potential and expressed as } a = \sqrt{k/D_e}. \]

\[ \text{One consequence of anharmonicity is to allow overtones (transitions } 2 \longleftrightarrow 0, 3 \longleftrightarrow 0, \ldots \text{), which are forbidden by the selection rule } \Delta \nu = \pm 1, \text{ but are weakly allowed compared to the transition } 1 \longleftrightarrow 0 [78]. \]

\[ \text{For a diatomic molecule, there is only one mode of vibration: the bond stretch. In polyatomic molecules, there are several hundreds of vibrational modes. The vibrational picture of } N\text{-atom system is a very complicated motion, a Lissajous motion, which consist of a mixture of bond stretching and angle} \]

\[ \text{Figure 2.2 The Morse potential (orange) and a harmonic oscillator potential (dashed purple).} \]
bending (examples shown in Table 2.1). Such motions can be decomposed in normal vibrations of the system. The total number of vibrational modes of a \(N\)-atom molecule is given by the following rule:

- Linear molecule: \(3N - 5\)
- Nonlinear molecule: \(3N - 6\)

The gross selection rule for infrared spectroscopy applies as well for polyatomic molecules. Consider a harmonic oscillator along \(x\) that undergoes a transition \(1 \leftrightarrow 0\). Hence, the wavefunction \(\Psi_0\) of the ground state is proportional to \(e^{-x^2}\) and the wavefunction \(\Psi_1\) of the first excited state is proportional to \(xe^{-x^2}\). Replacing those relations into Eq. 2.4 shows that the excited state wavefunction must have the same symmetry as the displacement \(x\). For specific selection rules, a powerful way of identifying whether transitions are infrared active is to classify them according to their symmetries. Using group theory, each modes can be classified in one of the symmetry species of the molecular point group [75, 80, 81].

### Table 2.1 Example of fundamental vibration wavenumbers of importance in this thesis. Taken from [79].

<table>
<thead>
<tr>
<th>Vibration</th>
<th>Compound class</th>
<th>Wavenumbers [cm(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>O – H stretch</td>
<td>alcohol H-bonded</td>
<td>3550–3200</td>
</tr>
<tr>
<td>C – H stretch</td>
<td>aldehyde</td>
<td>2830–2695</td>
</tr>
<tr>
<td>C≡N stretch</td>
<td>nitrile</td>
<td>2215–2275</td>
</tr>
<tr>
<td>C = O stretch</td>
<td>aldehyde</td>
<td>1740–1720</td>
</tr>
<tr>
<td>C – H bend</td>
<td>aldehyde</td>
<td>1390–1380</td>
</tr>
</tbody>
</table>

2.1.3 **Electronic spectroscopy**

To understand the electronic selection rules, one must first introduce the concept of electron spin, and the associated quantum numbers.
2.1. Interactions of light and matter

**Electron spin**

The spin is an important quantum mechanical property of the electron, i.e. the fact that it possesses an intrinsic angular momentum. To understand the movement of an electron within an atom in a designated orbital, four quantum numbers are used [82]:

1. The principal quantum number \( n = 1, 2, \ldots \) which describes the energy level of an electron.

2. The angular quantum number \( \ell = 0, 1, 2, \ldots, n - 1 \) which is related to the magnitude of the angular momentum through \( L^2 = \hbar^2 \ell (\ell + 1) \).

3. The magnetic quantum number \( m_\ell \) that refers to the projection of the angular momentum in the z-direction. The magnitude \( L_z \) of this projection is given by \( L_z = m_\ell \hbar \), where \( m_\ell = \ell, \ell - 1, \ldots, -\ell \).

4. The spin magnetic quantum number \( m_s \), which describes the direction of the electron spin angular momentum \( s \) of a particle. For an electron \( s = \frac{1}{2} \) and can be oriented in two directions, \( m_s = +\frac{1}{2} \) or \( m_s = -\frac{1}{2} \), denoted \( \uparrow \) or \( \downarrow \), respectively.

In an atom, no electrons can have the same four quantum numbers and the lowest energy orbital will be filled first according to the *Aufbauprinzip*, or building-up principle. In brief, for a nucleus of atomic number \( Z \) the orbitals are filled in succession and the order is:

\[
1s \quad 2s \quad 2p \quad 3s \quad 3p \quad 4s \quad 3d \quad 4p \quad \ldots
\]

where the s orbitals have the quantum number \( \ell = 0 \), the p orbitals the quantum number \( \ell = 1 \) and so on. Each orbital can have two electrons, but they must also obey the Pauli exclusion principle. The Pauli exclusion principle, published in early 1925 [83], states that no more than two electrons can occupy a given orbital, and if they do, then their spins must be paired, i.e. one electron has \( m_s = +\frac{1}{2} \), the other has \( m_s = -\frac{1}{2} \).
When there is more than one electron, for example in a typical organic molecule, we must use the total spin angular momentum quantum number $S$. Consider the case with two electrons with spin $s_1$ and $s_2$ (and total spin $S = s_1 + s_2$) and their respective quantum number $m_1$ and $m_2$. The corresponding basis states $|\frac{1}{2}, m_1\rangle|\frac{1}{2}, m_2\rangle$ are a 4-dimensional space. The total spin and its projection can be obtained by adding the angular momentum using the Clebsch-Gordon coefficients:

$$|S, m\rangle = \sum_{m_1 + m_2 = m} C^{S}_{m_1 m_2 m} |s_1, m_1\rangle |s_2, m_2\rangle .$$

(2.13)

Substituting in the four basis states $\uparrow\uparrow$, $\uparrow\downarrow$, $\downarrow\uparrow$ and $\downarrow\downarrow$ gives the possible values for the total spin. There is one state with a total spin angular momentum $S$ of 0, called the singlet state:

$$|0, 0\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow - \downarrow\uparrow\rangle) .$$

(2.14)

And there are three different states with a total spin angular momentum $S$ of 1, called triplet states:

$$|1, 1\rangle = \uparrow\uparrow$$

$$|1, 0\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow + \downarrow\uparrow\rangle)$$

$$|1, -1\rangle = \downarrow\downarrow .$$

(2.15)

Thus, the number of possible orientations describes the spin multiplicity term $M$ [82]:

$$M = 2S + 1 .$$

(2.16)

In a multi-electron system, higher values of $S$ are permitted, for example if $S = 2$, $M = 5$ there are five different spin orientations and referred to as the quintet state. Furthermore, an additional rule for the building-up principle arises due to the spin multiplicity. This is the so-called Hund’s maximum multiplicity rule, which states that for any given configuration, the term of greatest multiplicity is the lowest in energy.

**Electronic selection rules**

The selection rules for electronic transitions result from an examination of the transition dipole moment, in a similar manner than infrared selection rules. A
2.1. Interactions of light and matter

A photon is a bosonic particle and has an intrinsic spin angular momentum of $s = 1$. In a transition, the total angular momentum must be conserved, the change in angular momentum of the electron must therefore compensate the angular momentum of the photon. The selection rules for an atom are given by:

$$\Delta \ell = \pm 1 \quad \Delta m_\ell = 0, \pm 1.$$  

(2.17)

The principal quantum number $n$ can change independently of $\ell$ and $m_\ell$, allowing $2 \rightarrow 0$ or $3 \rightarrow 0$ transitions for example.

To extend the selection rules for the polyatomic case, we must first describe the total angular momentum for complex atoms using the notion of term symbols:

$$2S + 1 L_J,$$

(2.18)

where $2S + 1$ is the spin multiplicity term (Eq. 2.16), $L$ the total orbital angular momentum quantum number ($L = \sum_i \ell_i$) and $J$ is the total angular momentum quantum number ($J = S + L$). $L$ is denoted in the same way than the orbital using the *Aufbauprinzip* with uppercase letters: $L = 0 \rightarrow S, L = 1 \rightarrow P, L = 2 \rightarrow D, \ldots$

Therefore, using the same rule of conservation of angular momentum during a transition, the selection rules for many-electrons atoms are:

$$\Delta S = 0 \quad \Delta L = 0, \pm 1 \quad \Delta J = 0, \pm 1 \quad \text{but } J = 0 \leftrightarrow J = 0,$$

(2.19)

where $\leftrightarrow$ denotes a forbidden transition. In addition, the angular momentum of the excited electron must be conserved when interacting with the angular momentum of the photon, i.e. $\Delta \ell = \pm 1$. The selection rules progressively fails when the atomic number $Z$ increases allowing singlet to triplet transitions, where $\Delta S = \pm 1$. This concept can be extended to the term symbols for diatomic molecules [78]:

$$2S + 1 A^{(+/−)}_{Ω/(g/u)},$$

(2.20)

---

1The justification lies in the expansion of the transition dipole moment (Eq. 2.4) with $\hat{\mu} = -er$ for a given axis in terms of spherical harmonics [75]:

$$\int_0^{2\pi} \int_0^\pi Y_{\ell_f, m_{\ell_f}}(\theta, \phi) Y_{\ell, m}(\theta, \phi) Y_{\ell, m_{\ell}}(\theta, \phi) \sin \theta \, d\theta \, d\phi.$$  

The integral is zero unless $\ell_f = \ell_i \pm 1$ and $m_{\ell_f} = m_{\ell_i} + m$. 
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where \( \Lambda \) and \( \Omega \) are the projections of the orbital and total angular momentum along the internuclear axis, \( g/u \) is the parity (with \( g = +1 \) and \( u = -1 \)) and \( +/− \) is the reflection symmetry along an arbitrary plane containing the internuclear axis. \( \Delta \) is denoted in the same way than in Eq. 2.19 using Greek uppercase letters:

\[
|\Lambda| = 0 \rightarrow \Sigma, |\Lambda| = 1 \rightarrow \Pi, \ldots
\]

The value of \( \Omega \) is given by \( \Omega = |\Lambda + \Sigma| \), where \( \Sigma = \sum_i S_i \). The resulting selection rules, based on the conservation of angular momentum, are:

\[
\Delta \Lambda = 0, \pm 1 \quad \Delta S = 0 \quad \Delta \Sigma = 0 \quad \Delta \Omega = 0, \pm 1.
\] (2.21)

In addition, there are two rules based on the change in symmetry happening during a transition. The first rule states that only the \( \Sigma^+ \leftrightarrow \Sigma^+ \) and \( \Sigma^- \leftrightarrow \Sigma^- \) transitions are allowed. And the second one states that only transitions that induce a change in parity are allowed. This is known as the Laporte selection rules. Further classificatons of electronic states and selection rules of small molecules are based upon symmetry properties [78, 80].

### 2.1.4 Molecular absorption

At room temperature, the majority of molecules will be in the lowest vibrational level of the ground state and absorption starts therefore from this level. The population of \( N_j \) of the \( j \)-th vibrational level at a temperature \( T \) is given by the Boltzmann distribution [82]:

\[
\frac{N_j}{N_0} = \exp \left[ -\beta (E_j - E_0) \right],
\] (2.22)

where \( \beta = (k_B T)^{-1} \). Thus, at room temperature (ca. 293 K), the molecules are in their electronic and vibrational ground states.

The wavelengths at which a molecule absorbs light depends on the energy gap \( \Delta E \) between the orbitals that are involved in the transition. This energy gap is related to the structure of the molecule. A molecule with only single bonds absorbs light in the UV region, while more complex molecules are associated with the absorption of visible light. Molecular electronic transitions occurring during an excitation are shown in Fig. 2.3. Consequently, an electron is promoted...
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2.1.4 Molecular absorption

At room temperature, the majority of molecules will be in the lowest vibrational level of the ground state and absorption starts therefore from this level. The population of \( \nu \) of the \( \nu \)-th vibrational level at a temperature \( T \) is given by the Boltzmann distribution:

\[
\frac{\nu}{\nu_0} = \exp \left( -\frac{\nu - \nu_0}{\Delta} \right),
\]

where \( \Delta = (B/\nu_0)^{-1} \). Thus, at room temperature (ca. 293 K), the molecules are in their electronic and vibrational ground states.

The wavelengths at which a molecule absorbs light depends on the energy gap \( \Delta \) between the orbitals that are involved in the transition. This energy gap is related to the structure of the molecule. A molecule with only single bonds absorbs light in the UV region, while more complex molecules are associated with the absorption of visible light. Molecular electronic transitions occurring during an excitation are shown in Fig. 2.3. Consequently, an electron is promoted from an occupied valence orbital (\( \sigma, \pi \) or \( n \)) to an unoccupied antibonding orbital \( \pi^* \) or \( \sigma^* \). An absorption in a particular spectral region if often due to a particular group of atoms. Like the formation of a \( \pi \)-bond, where two p-orbitals overlap, when more p-orbitals are adjacent, a molecule will form a conjugated \( \pi \)-system. Thus, the energy gap between highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) decreases. In a large organic molecule, these conjugated regions are called chromophores. The longer the conjugated region of the molecule, the lower the energy gap between the HOMO and the LUMO therefore the molecule will absorb lower energy photons. Figure 2.4 shows the molecule \( \beta \)-carotene where eleven carbon-carbon double bonds are conjugated to each other and the \( \pi^* \leftarrow \pi \) transition lies in the visible region which explains its characteristic color.

2.1.5 The fate of excited states

After initial excitation the molecule is in a higher singlet excited state, denoted as \( S_n \) with \( n = 1, 2, \ldots \) (the ground state is denoted \( S_0 \)). A molecule in an
excited state will relax quickly to its vibrationally relaxed state $S_1$ (or $T_1$ for the triplet state). Vibrational relaxation is a relaxation process in which the energy is dissipated by interaction with surrounding molecules. It is a thermal decay. Vibrational relaxation is a very fast process (ca. $10^{-12}$ s). Therefore, all photophysical processes occur from the $S_1$ (or $T_1$) state. This is known as the Kasha’s rule introduced by Michael Kasha in 1950 [84], which states that the emitting level of a given multiplicity is the lowest excited level of that multiplicity. In this section, non-radiative decay and radiative decay, as well as the concept of spin-orbit coupling, will be briefly presented and are summarised in the Perrin-Jabłoński diagram (Fig. 3.2b).

**Spin-orbit coupling**

Spin-orbit coupling (SOC) is a relativistic effect that results from the interaction of the spin magnetic moment with the magnetic moment induced by its orbiting in the nuclear electrostatic field. SOC arises in Dirac’s theory, which describes the relativistic theory for a $\frac{1}{2}$ spin particle system [85]. Consider a one electron atom, the spin $s$ and the orbital angular momentum $\ell$ are not separately conserved. They are coupled and the strength of the coupling depends on the relative orientations of the spin and the orbital magnetic moment $m$, as shown in Fig. 2.5. Therefore, the total angular momentum $j$, given by $j = \ell + s = \ell \pm \frac{1}{2}$ is high when the two angular momenta are parallel and is low when the two angular momenta are opposed. For treating quantitatively SOC, one must take account of the relative orientation of the spin and the angular momentum is included [86]:

$$\hat{H}_{SO} = \xi(r) \mathbf{l} \cdot \mathbf{s}, \quad (2.23)$$

where $\mathbf{l}$ is the orbital angular momentum of the particle moving at a velocity $\mathbf{v}$ ($\ell = m_e \mathbf{r} \times \mathbf{v}$) and $\xi(r)$ a function related the electric potential. Therefore, the radial average for the state $\ket{n\ell m_r}$ of the function $\xi \mathbf{r}$ yields to the so-called spin-orbit coupling constant $\zeta_{n\ell}$ [86]:

$$\zeta_{n\ell} = \frac{\alpha^2 R_H Z^4}{n^3 \ell \left(\ell + \frac{1}{2}\right) \left(\ell + 1\right)}, \quad (2.24)$$
Spin-orbit coupling (SOC) is a relativistic effect that results from the interaction of spin magnetic moment with the magnetic moment induced by its orbiting radial average for the state. The relative orientation of the spin and the angular momentum is included [86]:

$\zeta = | \langle \text{radial average for the state} \rangle |$, as shown in Fig. 2.5. SOC arises in Dirac’s theory, which describes the relativistic theory for a 1 electron atom, 2 spin particle system [85]. Consider a one electron atom, 3, given by:

$SO = \gamma_1 \gamma_2$, where $\gamma_1$ and $\gamma_2$ are not separately conserved.

**Non-radiative decay**

Non-radiative decays of an excited state occurs between two isoenergetic vibrational levels of two different electronic states. Since there is no change in energy, no photon is emitted during the process. Non-radiative decays are irreversible processes because they induce an increase in entropy (higher density of vibrational states in the final excited state) and the subsequent vibrational relaxation occurs very fast (vide supra). Non-radiative transitions between states of equal spin multiplicity are called internal conversion (IC) and those between states of different spin multiplicity are called intersystem crossing (ISC). IC occurring between excited state of same multiplicity, e.g. $S_2 \rightarrow S_1$ or $T_2 \rightarrow T_1$ are very fast (ca. $10^{-12}$ s). The IC from an excited state of any spin multiplicity to the ground state is much slower (ca. $10^{-9}$ s for $S_0 \leftrightarrow S_1$ and ca. $10^{-6}$ s to seconds for $S_0 \leftrightarrow T_0$). ISC crossing involves a change in spin state ($\uparrow \downarrow \leftrightarrow \uparrow \uparrow$) and is therefore forbidden in non-relativistic quantum theory. However, ISC crossing is observed when the spin-orbit coupling is significant (Section 2.1.5). Furthermore, the rate of ISC is larger if the transition involves a change in orbital type as described by the El-Sayed’s rules [87]. The rate of ISC is also usually increased as the energy

**Figure 2.5** Physical picture of spin-orbit coupling. On the left figure the two angular momenta are parallel and antiparallel on the right side.
Radiative decay

Radiative decay is a process in which the energy is dissipated by the emission of a photon. There are two main types of radiative decay, fluorescence and phosphorescence. Fluorescence occurs between two states ($S_0 \leftarrow S_1$) of the same spin multiplicity and phosphorescence occurs between the $T_1$ state and the ground state $S_0$. Similarly to ISC, phosphorescence is in principle a forbidden transition but can be allowed through spin-orbit coupling.

Rates and quantum yields

The fate of an excited state can be known if the rates of all deactivation processes are known. Let’s consider fluorescent molecule $X$ diluted in a solvent whose concentration is $[X]$. After excitation (time $t = 0$ and assuming a short pulse of light) a certain amount of the molecules are in the $S_1$ state. Then, they can

---

1. Some exception exists, for example azulene has $S_0 \leftarrow S_2$ emission.
undergo a transition to the ground state, either radiatively or non-radiatively. The rate of relaxation is given by first order kinetics:

\[- \frac{d [^1X^*]}{dt} = (k_r + k_{nr}) [^1X^*], \]

(2.25)

where \([^1X^*]\) is the concentration of the excited molecules, \(k_r\) and \(k_{nr}\) are the rate constants for the radiative and non-radiative processes, respectively. Integration of Eq. 2.25 yields:

\[ [^1X^*] = [^1X^*]_0 \exp \left( -\frac{t}{\tau_f} \right), \]

(2.26)

where \([^1X^*]_0\) is the initial concentration of excited molecules and \(\tau_f\) is the lifetime of the state \(S_1\) given by [89]:

\[ \tau_f = \frac{1}{k_r + k_{nr}}. \]

(2.27)

If there is more non-radiative decays, the lifetime \(\tau\) (as well as for phosphorescence) can be generalised as:

\[ \tau = \frac{1}{\sum_i k_i}. \]

(2.28)

Finally, another important figure of merit can be defined. The emission quantum yield which relates the number of absorbed photons to the number of emitted photons and gives the probability that a molecule undergoes an emissive process. The quantum yield \(\Phi\) is given by:

\[ \Phi = \frac{\text{number of photon emitted}}{\text{number of photon absorbed}} = \frac{k}{\sum_i k_i}. \]

(2.29)

### 2.2 Nematic liquid crystals

The symmetry and mechanical properties of a liquid crystal are intermediate to those of a crystal and those of a liquid. These properties explains the name liquid crystal, which is more formally a mesomorphic phase. In the following, we will only consider the case of uniaxial nematic liquid crystals, its name originates from the Greek νιόμα (= thread), set out by Georges Friedel and referring to the thread-like defects that are observed in these materials [90]. Most of nematic
liquid crystals are calamitic (rod-shaped). The basic building blocks of such molecules are constituted of a rigid core where a terminal permanent dipole is attached at one side and a terminal flexible chain at the other side [91]. A well known example of such a molecule is 4’-pentyl-4-biphenylcarbonitrile (5CB) and was used in this thesis (Fig. 2.7). The rigid core region is constituted of two phenyl rings, within which electrons are delocalised and can respond to an applied external electric field. At one end the pentyl group acts as a flexible chain and at the opposite the carbonitrile acts as a permanent dipole.

One fundamental property of nematic liquid crystal is the orientational order due to the molecular shape anisotropy. In the nematic phase, the center of mass of the molecules have three translational degrees of freedom, making them randomly oriented, hence they do not have a long-range positional order. The order is in the direction of the molecule. Uniaxial nematic liquid crystals have one axis, called directrix, which tends to be align along a particular direction, labeled by a unit vector $\mathbf{n}$. The direction of $\mathbf{n}$ is arbitrary in space but is usually given by an alignment layer (Section 4.1.4). Figure 2.8 is a snapshot in time of the molecular alignment in three different phases: crystalline, mesomorphic and isotropic. In the crystal, all the molecules are aligned and parallel with the director in opposition with the isotropic phase (liquid) where all the molecules are randomly oriented. In between lies the liquid crystal phase. The nematic order parameter $S$ is used to measure the order of the molecules and defined as [91, 92]:

$$S = \left\langle \frac{3 \cos^2 \theta - 1}{2} \right\rangle = \frac{1}{2} \int f(\theta) (3 \cos^2 \theta - 1) \, d\Omega ,$$  \hspace{1cm} (2.30)

where $\theta$ is the angle between the molecular long axis and the director $\mathbf{n}$, $f(\theta)$ a distribution function giving the probability of finding a rod in a small solid

![Figure 2.7](image)

**Figure 2.7** Chemical structure of the liquid crystal 5CB. The rigid core is constituted of two phenyl rings with the flexible pentyl group on the left and the carbonitrile permanent dipole on the right.
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![Illustration of rod-like liquid crystals exhibiting different amount of orientational order from crystalline to isotropic.](image)

*Figure 2.8* Illustration of rod-like liquid crystals exhibiting different amount of orientational order from crystalline to isotropic.

angle $d\Omega$. For example, if $f(\theta)$ is centered around $\theta = 0$ (or $\pi$), $\cos \theta = \pm 1$ hence $S = 1$ which is the crystalline phase. At the other hand, if the orientation is random, $\langle \cos^2 \theta \rangle = 1/3$ and $S = 0$, which is the isotropic phase. Therefore, the order parameter $S$ is a measure of orientation. The order parameter for a liquid crystal is in the interval $S \in [0, 1]$.

2.2.1 Fréedericksz transition

A direct and important consequence of the anisotropic nature of the liquid crystal molecules is the resulting anisotropic physical properties. For instance, the response to an applied electric field will differ according to the dielectric anisotropy of the molecules. The dielectric constants, along $\epsilon_\parallel$ or perpendicular $\epsilon_\perp$ to the director $\hat{n}$, are different and as a consequence the liquid crystals will display a non-zero dielectric anisotropy $\Delta \varepsilon$ \[^{[91]}\]:

$$\Delta \varepsilon = \epsilon_\parallel - \epsilon_\perp \neq 0 . \quad (2.31)$$

In practice, to achieve a large positive value of $\Delta \varepsilon$, a strong polar group is attached at one end of the molecule aligned with the long axis, such as the $-C=\text{N}$ group shown in Fig. 2.7.

When an external electric field is applied, the charges in the rigid core exert a torque which reorient the permanent dipole moment along the direction of

\[^{1}\text{The expectation value of } \cos^2 \theta \text{ over a sphere is given by } \frac{1}{2} \int_0^\pi \cos^2 \theta \sin \theta \, d\theta. \text{ Substituting } \ u = \cos \theta \text{ and } du = -\sin \theta \, d\theta \text{ yields to } \frac{1}{2} \.}
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the electric field, the lowest energy configuration. Figure 2.9 illustrates how a nematic liquid crystals will respond to an external electric field. A material with positive dielectric anisotropy, i.e. $\Delta \epsilon > 0$, will respond to an external electric field by polarizing parallel to the director $\mathbf{n}$, in opposition to the case when the dielectric anisotropy is negative, i.e. $\Delta \epsilon < 0$, the molecule will align perpendicularly to the applied electric field. The influence of the boundary, defined by the alignment layer, opposes the response to the electric field, and yields in a threshold phenomenon called the Fréedericksz transition [93]. Usually, to apply an electric field in a liquid crystal cell, a voltage is applied over the cell (Section 4.1.5). When the voltage $V$ is below the threshold voltage $V_T$, also called the Fréedericksz voltage, the liquid crystals remain in a homogeneous (planar) alignment as shown in Fig. 2.10. When the voltage applied is above $V_T$, the directrix of the liquid crystal starts to distort and when $V \gg V_T$, the liquid crystal directrix will align parallel to the applied electric field, also called homeotropic alignment. The director $\mathbf{n}$ will still be planar at the boundaries, yielding to a residual planar alignment in the vicinity of the alignment layer (Fig. 2.10).

### 2.2.2 Optical anisotropy

Another consequence of the anisotropic properties of liquid crystals is the optical anisotropy, also called birefringence. From Fig. 2.9, we can see that the induced dipole moment of the molecule is bigger in the axis parallel or perpendicular to
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the directrix, hence there is an anisotropy in the polarizability \( \alpha \) in the material, i.e. \( \alpha_{\parallel} \neq \alpha_{\perp} \). Consequently, an incident polarized light will experience a different refractive index if the molecules are aligned parallel or perpendicularly to the light. Therefore, the material will have two optical axis: one parallel to the director vector \( \hat{n} \) and one perpendicular. The birefringence \( \Delta n \) is defined as the difference between the those two refractive indices:

\[
\Delta n = n_{\parallel} - n_{\perp} \neq 0.
\]  

(2.32)

Since the electronic polarizability plays a dominant role in the value of the refractive index, for randomly oriented molecules (\( S = 0 \)) the value of \( \Delta n \) would be equal to zero. But for aligned molecules the value of \( \Delta n \) would be, for the alkylcyanobiphenyl molecule used in this thesis, around 0.2 at room temperature \(^{[94]}\). Thus, the birefringence is dependent of the orientation of the molecules and a typical setup shown in Fig. 4.12a, exhibits a voltage (orientation) dependent optical transmission. At zero voltage the homogeneous alignment of the nematic layer acts as a uniform birefringent slab and after the threshold voltage, the birefringence will oscillate between full and half wave plate conditions, hence the optical transmission will oscillate between 0 and 1 as a function of the applied voltage.
2. Molecular Interactions with an Electromagnetic Field

2.3 Infrared plasmonics

Localised surface plasmons (LSPs) are a combination of two oscillations, the oscillation of the free electron in a metallic nanoparticle, and the oscillation of an incident electromagnetic field. This will cause a coherent oscillation between these two components (Fig. 2.11). When the electron cloud of a nanoparticle is displaced, the cloud starts to oscillate due to a Coulombic attraction between the electrons and the nuclei. The resonance frequency depends on the size, shape, chemical composition and the local dielectric environment surrounding the nanoparticle [95]. This collective oscillation of the electron cloud is called localised surface plasmon resonance. Let’s assume a single metallic nanosphere in vacuum. When an incident electromagnetic field hits a nanosphere of radius $a$, a dipole moment $\mu$ is induced and its amplitude is proportional to the strength of the applied field $|E_0|$. The induced polarizability $\alpha$, defined as $\mu = \alpha E_0$, is given, in the quasistatic approximation (the nanosphere is smaller than the incoming wavelength, hence the electric field of the light is assumed to be constant), by $[95, 96]$:

$$\alpha = 4\pi a^3 \frac{\varepsilon(\omega) - 1}{\varepsilon(\omega) + 2},$$

(2.33)

where $\varepsilon(\omega)$ is the wavelength dependent dielectric constant of the nanosphere. When the denominator of the right-hand side of Eq. 2.33 tends to zero, the
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Figure 2.11 Incident light effect on gold nanoparticle inducing an oscillation of the electron cloud.

Figure 2.12 Scanning electron microscopy figure of the gold nanorods array used in Paper IV.

localised surface plasmon resonance greatly increase the polarizability $\alpha$. Therefore, the spectral position of the LSP resonances (LSPRs) is found when $\text{Re}[\epsilon(\omega)] = -2\epsilon_m$, also known as the Fröhlich condition. One major drawback of LSPRs is their large bandwidth.

### 2.3.1 Plasmon surface lattice resonances

The dominant contribution to the LSPRs linewidth is the radiative damping. One way to minimise those losses is based on collective resonances induced by a periodic array of metallic nanoparticles (Fig. 2.12), which results to what is known as surface lattice resonances (SLRs) [97, 98]. In a periodic array the electromagnetic field of one nanoparticle may influence the response of the surrounding nanoparticles. This will result in an electromagnetic coupling between individual nanoparticles. The coupling is mediated by a far-field coupling (or Rayleigh anomalies), i.e. the condition where the diffracted waves propagates in the plane of the array. When the size, shape and period of the array are appropriate, the light scattered by the particles into the array will be in phase with the LSPR, hence reinforcing the resonance of the neighbour. Thus, the scattered field will counter the radiative damping of the LSPR and significantly lower the linewidth of the resonance [99–101]. The lattice will thereby enhance the absorption, and the local electric field surrounding the nanoparticles.
CHAPTER 3

The Fate of an Organic Molecule within an Optical Cavity

In this part of the thesis, we introduce the basic principles of strong light-matter interaction and further extend the concept to experimental observations.

3.1 Strong coupling theory

To understand strong coupling, we can first start with a classical analogy. Let's consider two undamped harmonic oscillators with masses $m_1$ and $m_2$ and their respective spring constants $k_1$ and $k_2$. The two harmonic oscillators of frequency $\omega_1$ and $\omega_2$ are coupled together with a spring of constant $k/k_0$, as shown in Fig. 3.1a.
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To understand strong coupling, we can first start with a classical analogy. Let’s consider two undamped harmonic oscillators with masses $m_1$ and $m_2$ and their respective spring constant $k_1$ and $k_2$. The two harmonic oscillators of frequency $\omega_1$ and $\omega_2$ are coupled together with a spring of constant $k_c$, as shown in Fig. 3.1a.
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**Figure 3.1** (a) Scheme of two harmonic oscillators coupled together. (b) Typical anticrossing behaviour resulting from the strong coupling between the two oscillators. The detuning is defined as the difference in frequency between the two coupled oscillators.

Using Newton’s second law, the motion of the system can be described by:

\[ m_1 \ddot{x}_1 + k_1 x_1 + k_c (x_1 - x_2) = 0 \]  \hspace{1cm} (3.1a)
\[ m_2 \ddot{x}_2 + k_2 x_2 - k_c (x_1 - x_2) = 0 . \]  \hspace{1cm} (3.1b)

After solving Eq. 3.1, two new normal modes of frequency \( \omega_\pm \) of the system are obtained:

\[ \omega_\pm = \frac{1}{2} \left( \omega_1 + \omega_2 \pm \sqrt{(\omega_1 - \omega_2)^2 + 4\Omega^2} \right) , \]  \hspace{1cm} (3.2)

where \( \Omega \) is the split frequency. When the system is at resonance, i.e. \( \omega_1 = \omega_2 = \omega \), Eq. 3.2 yields to \( \omega_\pm = \omega \pm \Omega \). Figure 3.1b shows the two new modes resulting of the strong coupling between the two oscillators and the energy separation between those two modes is known as normal mode splitting. This phenomenon has been observed in macroscopic systems such as coupled springs [102] or acoustic waves [103].

### 3.1.1 Quantum description of the strong-coupling regime

Vacuum fluctuations are described as the ground state of the electromagnetic field. Their existence is due to the commutation relation \( [\hat{x}, \hat{p}] = i\hbar \), which avoids simultaneous vanishing of the kinetic and potential energy. The energy of the ground-state is a compromise between those two energies according to the
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Heisenberg’s uncertainty relation [75]. This concept was recently directly observed [104] although having been predicted in the beginning of the last century by the pioneering works from Planck [105], Einstein [106] and Nernst[107]. This is a pure quantum effect arising from the quantification of the electromagnetic field. This quantum effect is known to explain the well-known Casimir effect for example [108].

Let’s assume an electric field $E_c$ inside a cavity of frequency $\omega_r$ at a point $r$. In the Heisenberg picture, which provides a link between the classic and quantum picture, it can be written as [109]:

$$E_c(r, t) = i\mathcal{E}_0 \left[ \epsilon_c f(r) \hat{a} e^{-i\omega_r t} - \text{h.c.} \right], \quad (3.3)$$

where $\mathcal{E}_0$ is a normalization factor, $\epsilon_c$ a unit vector representing the field polarisation, $\hat{a}$ the field creation operator, $f(r)$ a function that describes the spatial structure of the field and $+\text{h.c.}$ the Hermitian conjugate. The electromagnetic energy of a state of $n$ photons is given by $\hbar \omega_c (n + \frac{1}{2})$, which implies:

$$\langle n | \int \epsilon_0 |E_c|^2 d^3r |n\rangle = \hbar \omega_c \left( n + \frac{1}{2} \right). \quad (3.4)$$

From that we can extract the field normalisation factor:

$$\mathcal{E}_0 = \sqrt{\frac{\hbar \omega_c}{2 \epsilon_0 V}}. \quad (3.5)$$

The value of $\mathcal{E}_0$ represent the root mean square of the vacuum electric field amplitude inside a cavity and $V$ the effective mode volume.

The coupling between a dipole moment $\mu$ (Eq. 2.4) and an electric field $E$ is expressed as a dipolar coupling. Thus, the coupling $V$ is expressed as:

$$V = \mu \cdot E. \quad (3.6)$$

To describe the interaction between a molecule, here considered as a two-level system, and the electromagnetic field inside a cavity, the Jaynes-Cummings Hamiltonian (JC) can be used [110]. The Jaynes-Cummings Hamiltonian, within the rotating frame approximation (RWA), is defined as:

$$\hat{H} = \hat{H}_{\text{mol}} + \hat{H}_{\text{cav}} + \hat{H}_{\text{int}}$$

$$= \frac{1}{2} \hbar \omega_z \hat{\sigma}_z + \hbar \omega_c \left( \hat{a} \hat{a} + \frac{1}{2} \right) + \hbar g_0 \left( \hat{a}^{\dagger} \hat{\sigma}_+ + \hat{a} \hat{\sigma}_- \right), \quad (3.7)$$
where $\omega$ and $\omega_c$ are the transition frequencies of the molecule and the cavity, respectively, $g_0$ is the magnitude of the coupling between the cavity and the molecule, $\hat{a}$ and $\hat{a}^\dagger$ are the field creation and annihilation operators, respectively, $\hat{\sigma}_z$, $\hat{\sigma}_-$ and $\hat{\sigma}_+$ are the inversion, raising and lowering operators, respectively, which can be defined using Pauli matrices [75]:

$$
\hat{\sigma}_+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \hat{\sigma}_- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \hat{\sigma}_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

From the interaction term in Eq. 3.7, the underlying mechanism of strong coupling is seen. The term $\hat{a}^\dagger \hat{\sigma}_-$ represents a simultaneous transition between the molecular ground state and its corresponding excited state and the annihilation of a cavity photon (and the reverse process given by $\hat{a} \hat{\sigma}_+$). Thus, highlighting the coherent exchange of energy between the cavity and the molecule.

To extend the JC Hamiltonian to $N$ molecules, which is more relevant in the studies presented in this thesis, the Dicke model can be used, which describes a system of $N$ atoms interacting with a single electromagnetic mode [111]:

$$
\hat{H} = \frac{1}{2} \hbar \omega \hat{S}_z + \hbar \omega_c \hat{a}^\dagger \hat{a} + \hbar g_0 \left( \hat{a}^\dagger \hat{S}_- + \text{h.c.} \right),
$$

where the Dicke’s collective operators for two-level system $\hat{S}_z = \sum_i^N \sigma_z^{(i)}$ and $\hat{S}_- = \sum_i^N \sigma_-^{(i)}$ have been introduced [112]. Taking the limit where $N$ is large (typically Avogadro number) and a single photon\(^2\), Eq. 3.9 can be expressed using a Holstein Primakoff transformation, where the Dicke’s operators are expressed in terms of bosonic operator $\hat{b}$ [114]:

$$
\hat{S}_+ = \hat{b}^\dagger \left( N - \hat{b}^\dagger \hat{b} \right)^{\frac{1}{2}}, \quad \hat{S}_- = \left( N - \hat{b}^\dagger \hat{b} \right)^{\frac{1}{2}} \hat{b} \quad \hat{S}_0 = \hat{b}^\dagger \hat{b} - \frac{N}{2}.
$$

Therefore, the Hamiltonian becomes:

$$
\hat{H} = \hbar \omega \left( -\frac{N}{2} + \hat{b}^\dagger \hat{b} \right) + \hbar \omega_c \hat{a}^\dagger \hat{a} + \hbar g \left( \hat{a}^\dagger \hat{b} + \text{h.c.} \right),
$$

\(^1\)Here $\hat{\sigma}_z$ are given by $\hat{\sigma}_z = \frac{1}{2}(\sigma_x + i\sigma_y)$ and $\sigma_- = \frac{1}{2}(\sigma_x - i\sigma_y)$, with $\sigma_x$ and $\sigma_y$ are Pauli matrices.

\(^2\)For a typical IR cavity of few microns thick, there is a photon density of ca. $10^6$ cm\(^{-2}\) and a molecular density of ca. $10^{18}$ cm\(^{-2}\). Thus a single EM mode is coupled to many molecules [113].
3.1. Strong coupling theory

where $g = g_0 \sqrt{N}$ is the collective coupling constant. This means that the coupling strength is enhanced by a factor $\sqrt{N}$, which is of fundamental importance meaning that the concentration of molecules coupled to a Fabry-Pérot cavity is the main contributor to the overall coupling strength. One additional resulting property is that the $N$ molecules will behave as a giant quantum oscillator [115].

The Dicke model, which is also known as the Tavis-Cummings Hamiltonian can be diagonalised using the Hopfield-Bogoliubov method [116]. Diagonalisation leads to the eigenstates of the system (dressed states), describing the hybrid light-matter states, known as polaritonic states:

$$|P^+\rangle = \alpha |e, 0\rangle + \beta |g, 1\rangle$$
$$|P^-\rangle = \beta |e, 0\rangle + \alpha |g, 1\rangle .$$ (3.12)

Thus, the upper ($|P^+\rangle$) and lower ($|P^-\rangle$) polaritons are a linear combination of the molecule in the ground state $|g\rangle$ with one photon (denoted with the Fock state $|1\rangle$) and the molecule in the excited state $|e\rangle$ with the absence of photons in the cavity ($|0\rangle$). The composition of the polaritons, i.e. the ratio between the optical and material contribution, are described by the Hopfield coefficients $|\alpha|^2$ and $|\beta|^2$, as shown in Fig. 3.2a. At resonance, the polaritons are hybrid states half matter-half light. The energy separation at resonance between the upper and lower polariton (Fig. 3.2b) defines the so-called Rabi splitting $\hbar \Omega_R$:

$$\hbar \Omega_R = 2\hbar g = 2\mu \sqrt{\frac{\hbar \omega_c}{2\varepsilon_0 V}} \varepsilon^* \cdot \varepsilon_c .$$ (3.13)

An important property of the hybrid states is their dispersive behaviour resulting from their photonic contribution. Within an optical cavity, the photon modes have a strong in-plane dispersion. Thus the cavity energy can be expressed as [117]:

$$E_c(k_i) = \frac{\hbar c}{n_c} \sqrt{\left(\frac{m\pi}{L_c}\right)^2 + k_i^2} ,$$ (3.14)

where $c$ is the speed of light, $n_c$ the background refractive index, $L_c$ the physical thickness of the cavity and $m$ the cavity mode number. The in-plane wavevector
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Figure 3.2 (a) Dispersion plot of the polaritonic states at resonance (orange), the cavity dispersion $E_c$ and the molecular absorption $E_m$ are described in the dashed grey lines. The corresponding Hopfield coefficients are displayed on the left figure. (b) Perrin-Jabłoński diagram of a coupled molecule-cavity system. The newly formed hybrid states are displayed with the Rabi splitting $h\Omega_R$.

$k_\parallel$ is related to the wavelength of light $\lambda$ and the angle of incidence $\theta$:

$$k_\parallel = \frac{2\pi}{\lambda} \sin \theta.$$

(3.15)

The dispersion of the cavity is shown in the left panel of Fig. 3.2a.

### 3.1.2 Coupled harmonic oscillators

A semi-classical approach can also be used to describe and extract useful information about the system under study. This is done by considering the molecule and the cavity as two coupled harmonic oscillators (CHO), in the same way as previously discussed in the beginning of the chapter. The system can be described by a $2\times2$ matrix:

$$
\begin{pmatrix}
\alpha_0 & -\gamma_0 \\
-\gamma_c & \alpha_c
\end{pmatrix}
$$

(3.16)

where $\alpha_0$ and $\alpha_c$ are the cavity and molecule energy with their respective damping constants $\gamma_0$ and $\gamma_c$, and $\gamma_E$ the coupling constant. The CHO model can be solved analytically, and the diagonalisation leads to the eigenvalues, the energy of the upper and lower polaritons:

$$
\epsilon = \frac{1}{2} (E_c + E_m) \pm \frac{1}{2} \sqrt{(E_c - E_m)^2 + 4 \gamma_c \gamma_E^2 (E_c - E_m)^2}.
$$

(3.17)

where the coupling constant $\gamma_E$ is related to the Rabi splitting through:

$$
\gamma_E = \frac{1}{2} \left( \frac{\gamma_c}{\gamma_E} R^2 + (\gamma_c/\gamma_E - \gamma_c/\gamma_E)^2 \right).
$$

(3.18)

And the following Hopfield coefficients are given by:

$$
|\alpha|^2 = \frac{1}{2} \left( 1 + \frac{\gamma_c}{\gamma_E} + 4 \gamma_E^2 \right),
$$

(3.19a)

$$
|\beta|^2 = \frac{1}{2} \left( 1 - \frac{\gamma_c}{\gamma_E} + 4 \gamma_E^2 \right),
$$

(3.19b)

where $\gamma_E = E_c - E_m$ is the detuning. The Rabi splitting is defined at resonance, i.e. when $\gamma_E = 0$, where the energy gap between the upper and the lower polariton is minimum. Therefore, the material and photonic components contribute equally to the newly formed hybrid states and are isoenergetic. The CHO model can be extended to more molecular absorption bands (or cavity modes) by extending the matrix in the left-hand side of Eq. 3.16 to an $n \times n$ matrix.
3.1. Strong coupling theory

The system is described by a $2 \times 2$ matrix:

$$
\begin{pmatrix}
E_c - i\hbar \gamma_c & V_a \\
V_a & E_m - i\hbar \gamma_m
\end{pmatrix}
\begin{pmatrix}
\alpha \\
\beta
\end{pmatrix} =
\begin{pmatrix}
E \alpha \\
E \beta
\end{pmatrix},
$$

(3.16)

where $E_c$ and $E_m$ are the cavity and molecule energy with their respective damping constants $\gamma_c$ and $\gamma_m$, and $V_a$ the coupling constant. The CHO model can be solved analytically, and the diagonalisation leads to the eigenvalues, the energy of the upper and lower polaritons:

$$
E^\pm = \frac{E_c + E_m - i\hbar(\gamma_c + \gamma_m)}{2} \pm \sqrt{\frac{V_a^2}{4} + \frac{1}{4} (E_m - E_c + i\hbar(\gamma_c - \gamma_m))^2},
$$

(3.17)

where the coupling constant $V_a$ is related to the Rabi splitting through:

$$
V_a = \frac{1}{2} \sqrt{\hbar \Omega_R^2 + (\hbar \gamma_c - \hbar \gamma_m)^2}.
$$

(3.18)

And the following Hopfield coefficients are given by:

$$
|\alpha|^2 = \frac{1}{2} \left( 1 + \frac{\delta E}{\sqrt{\delta E + 4V_a^2}} \right),
$$

(3.19a)

$$
|\beta|^2 = \frac{1}{2} \left( 1 - \frac{\delta E}{\sqrt{\delta E + 4V_a^2}} \right),
$$

(3.19b)

where $\delta E = E_c - E_m$ is the detuning. The Rabi splitting is defined at resonance, i.e. when $\delta E = 0$, where the energy gap between the upper and the lower polariton is minimum. Therefore, the material and photonic components contribute equally to the newly formed hybrid states and are isoenergetic. The CHO model can be extended to more molecular absorption bands (or cavity modes) by extending the matrix in the left-hand side of Eq. 3.16 to an $N \times N$ matrix.

3.1.3 Dissipation from the system

To define whether a system is in the strong coupling regime, the dissipation processes have to be taken into account. There are three main parameters to look at: the rate $\kappa$ at which a photon escapes the cavity, the non-radiative decay
rate $\gamma$ of the molecule, and the coupling strength $g$. In the time domain, they will define the dynamics of the system. The Rabi frequency $\Omega_R$ has to be higher than the dissipation processes of the system, i.e. bandwidth of the molecular absorption $\Delta \omega_m$ and the cavity mode $\Delta \omega_c$. Thus, the system is in the strong coupling regime when:

$$\Omega_R > \frac{1}{2}(\Delta \omega_c + \Delta \omega_m). \quad (3.20)$$

This means that the interaction between light and matter is so strong that the molecules coherently emit and reabsorb the cavity photon, therefore oscillating between its ground and excited states several times before the photon is lost. This is known as the Rabi oscillation.

Another way to quantify the dissipation of the Fabry-Pérot (FP) cavity is the so-called quality factor $Q$, which is formally defined as the ratio of the energy stored inside the FP cavity and the energy dissipated per cycle:

$$Q = \frac{2\pi v_0}{\text{energy dissipated}}$$

where $v_0$ is the resonant frequency expressed in wavenumbers (as used in Paper III). Experimentally, the $Q$-factor is measured as the ratio between the frequency of the FP mode and its corresponding FWHM.

To relate the definition of the $Q$-factor with common experimental parameters, such as cavity thickness or reflectivity of the mirror inside a FP cavity, we can derived an expression of $Q$ taking account those parameters. To do so, let’s start from the definition of the initial stored energy $U_0$ inside a FP cavity of thickness $d$. After a short time $dt$ the energy is reduced to $U(t)$, because light can escape the cavity through the mirrors. Thus, $U(t)$ can be written as:

$$-dU(t) = U(t) \left(\frac{cT}{d}\right)dt, \quad (3.22)$$

which results in:

$$U(t) = U_0 \exp \left(-\frac{cT}{d}t\right) = U_0 \exp \left(-\frac{t}{\tau}\right), \quad (3.23)$$
Figure 3.3 $Q$-factor as a function of the cavity thickness $d$. The grey line is the expression of $Q$ from Eq. 3.25 and the orange dots are measured data from Paper III.

\[ Q = \frac{2\pi v_0 d}{c T} = \frac{2\pi n d}{\lambda_0 T} = \frac{2\pi n d}{\lambda_0 (1 - r^2)} \]  

where, $c$ is the speed of light inside the cavity ($c = \frac{c_0}{n}$) and $T$ is the transmittance of the mirrors. The energy dissipation can thus be written as:

\[ -\frac{dU}{dt} = \frac{c T}{d} U_0 \exp \left( -\frac{c T}{d} t \right). \]  

Injecting those two expressions into Eq. 3.21 yields to (assuming no diffractional effects, thus losses are due to reflections (or transmission), thus $T = 1 - r^2$):

An additional figure of merit is the ratio $\eta$ between the coupling strength and the cavity energy. This ratio represents the relative strength of the coupling. If the ratio is greater than 0.10, the system is in the so-called ultra-strong coupling regime (USC) \[118\]. USC has been observed for organic molecules in the visible regime \[119–121\] as well as in the infrared \[122\]. Furthermore, when $\eta > 1$, the system is said to be in the deep strong coupling regime and have been recently shown for the first time in the visible regime using a three-dimensional crystals of plasmonic nanoparticles \[123\], where they report a coupling ratio of 1.83.
3.2 Transition dipole moment orientation influence on the coupling strength

As seen previously in this chapter (Eq. 3.6), strong light-matter interaction occurs between the transition dipole moment of the molecule and the electric field. Therefore, the coupling strength $\hbar \Omega_R$ is proportional to the dipolar coupling and depends on the relative angle $\theta$ between the molecular transition dipole moment $\mu$ and the electric field amplitude $E_0$:

$$\hbar \Omega_R \propto 2\mu \cdot E_0 = 2||\mu||E_0|| \times \cos \theta.$$ (3.26)

**Paper I** investigates the influence of the relative angle between the transition dipole moment and the electric field amplitude, a Fabry-Pérot cavity containing the liquid crystal 5CB, was built in order to control the orientation of the molecules (Methods in Sections 4.1.4 and 4.1.5). Figure 3.4a shows the angular dependence between the transition dipole moment of the nitrile group (C––N) from the liquid crystal 5CB, which is directed in the long axis of the molecule [94], and the incoming electric field. From the transmission spectra of the empty Fabry-Pérot cavity (Fig. 3.4b), the full width at half maximum (FWHM) is 22 cm$^{-1}$, yielding to a quality factor of 112. Moreover, Fig. 3.4b shows also the ATR spectrum of 5CB and the corresponding C––N stretch vibration band centered around 2225 cm$^{-1}$ (FWHM = 10 cm$^{-1}$). At resonance, the value of the Rabi-splitting is 57 cm$^{-1}$ and 32 cm$^{-1}$ when probing the cavity with polarized light parallel or perpendicular to the director $\hat{n}$ of the molecule, respectively (Figs. 3.5a to 3.5c). For the two cases, the value of $\hbar \Omega_R$ is greater than the linewidths of both the molecular absorption band and the cavity mode, thus respecting the condition for entering the strong-coupling regime (Eq. 3.20).

Turning now to the experimental evidence of the angular dependence of the Rabi splitting between the directrix of the molecule and $E_0$, as expressed in Eq. 3.26, the average angle between $\hat{n}$ and the molecular axis has to be determined. To do that, the order parameter $S$ (Eq. 4.11) defined in Section 4.1.4 is used, and the experimental value of $S$ is 0.60.

Assuming an unimodal delta distribution around the tilt angle allows to rewrite Eq. 2.30 as follows:

$$\cos^2 \theta = 2S + 1,$$ (3.28)
3.2 Transition dipole moment orientation influence on the coupling strength

As seen previously in this chapter (Eq. 3.6), strong light-matter interaction occurs between the transition dipole moment of the molecule and the electric field. Therefore, the coupling strength $R$ is proportional to the dipolar coupling and depends on the relative angle $\theta$ between the molecular transition dipole moment $\mu$ and the electric field amplitude $E_0$:

$$R \propto 2\mu \cdot E_0 = 2A_0 \times \cos \theta.$$  \hspace{1cm} (3.26)

Paper I investigates the influence of the relative angle between the transition dipole moment and the electric field amplitude, a Fabry-Pérot cavity containing the liquid crystal 5CB, was built in order to control the orientation of the molecules (Methods in Sections 4.1.4 and 4.1.5). Figure 3.4a shows the angular dependence between the transition dipole moment of the nitrile group (C–N) from the liquid crystal 5CB, which is directed in the long axis of the molecule [94], and the incoming electric field. From the transmission spectra of the empty Fabry-Pérot cavity (Fig. 3.4b), the full width at half maximum (FWHM) is 22 cm$^{-1}$, yielding to a quality factor of 112. Moreover, Fig. 3.4b shows also the ATR spectrum of 5CB and the corresponding C–N stretch vibration band centered around 2225 cm$^{-1}$ (FWHM = 10 cm$^{-1}$). At resonance, the value of the Rabi-splitting is 57 cm$^{-1}$ and 32 cm$^{-1}$ when probing the cavity with polarised light parallel or perpendicular to the director $\delta$ of the molecule, respectively (Figs. 3.5a to 3.5c). For the two cases, the value of $R$ is greater than the linewidths of both the molecular absorption band and the cavity mode, thus respecting the condition for entering the strong-coupling regime (Eq. 3.20).

Turning now to the experimental evidence of the angular dependence of the coupling strength, Fig. 3.5a shows the transmission spectra of a liquid crystal cell before and after the Fréedericksz transition (Section 2.2.1). When the Fabry-Pérot cavity is probed using in-plane polarised light parallel to the director $\delta$, the value of $R$ decreases from 57 cm$^{-1}$ to 37 cm$^{-1}$, as shown in Fig. 3.5a. For the case when the incoming light is polarised perpendicular to the director $\delta$, the value of $R$ remains unchanged (32 cm$^{-1}$) since the transition dipole moment of the molecule is always perpendicular to the light before and after the Fréedericksz transition (Fig. 3.5b). The difference in the value of $h\Omega_R$ in the two cases is explained by the fact that there is a residual planar alignment in the vicinity of the alignment layer, so that some transition dipole moments are still aligned parallel to the incoming light. Furthermore, extrapolating the isotropic absorbance shown in Fig. 4.10 using:

$$A_{iso} = \frac{1}{3 \left(A_{||} + 2A_{\perp}\right)},$$  \hspace{1cm} (3.27)

the value of the coupling strength is 40 cm$^{-1}$, which is similar to that measured in Fig. 3.5d.

To extract the angular dependence of the Rabi splitting between the directrix of the molecule and $E_0$, as expressed in Eq. 3.26, the average angle between $\hat{n}$ and the molecular axis has to be determined. To do that, the order parameter $S$ (Eq. 4.11) defined in Section 4.1.4 is used, and the experimental value of $S$ is 0.60. Assuming an unimodal delta distribution around the tilt angle allows to rewrite Eq. 2.30 as follows:

$$\cos^2 \theta = \frac{2}{3}(S + 1),$$  \hspace{1cm} (3.28)
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![Figure 3.5](image)

**Figure 3.5** (a)-(b) Transmission maps of a cell as a function of the applied voltage for parallel and perpendicular polarisation, respectively. (c) Rabi splitting as a function of applied voltage for both polarisations. (d) Transmission spectrum isotropic 5CB inside a FP cavity, the value of $h\Omega_R$ is 40 cm$^{-1}$.

yielding to $\theta = 31.2$. Using the value of $\theta$ the ratio between the coupling strength measured in the parallel and perpendicular cases can be predicted. Rewriting Eq. 3.26 as [1]:

$$\frac{h\Omega_{R||}}{h\Omega_{R\perp}} = \frac{\mu_{||} \cdot E_0}{\mu_{\perp} \cdot E_0} = \frac{\cos \theta}{\cos(\frac{\pi}{2} - \theta)} \frac{n_{||}}{n_{\perp}},$$  

(3.29)

yields to a ratio of 1.81. The ratio $\frac{h\Omega_{R||}}{h\Omega_{R\perp}}$ using the measured value from Fig. 3.5 gives a value of 1.78, hence confirming the calculated angle and thus the predicted value from Eq. 3.29. Moreover, the coupling strength has a square root relation to the molecular concentration, as discussed in the previous section, and the concentration is also linearly dependent to the molecular absorption through the Beer-Lambert-Bouguer law (Eq. 4.7). Those relations are verified through the ratio of their respective absorbance:

$$\frac{\sqrt{A||}}{\sqrt{A\perp}} = 1.75,$$

(3.30)
3.3 Photophysical properties in the strong coupling regime

which agrees well with both the measured and predicted values.

In summary, it has been shown that liquid crystal molecules can be used for tuning the Rabi splitting by applying a voltage across the Fabry-Perot cavity, hence an electrical switching in the strong coupling regime. The Rabi splitting switching ratio is 1.78, meaning that the orientational order induced by the liquid crystals increases the coupling strength by 41% compared to an isotropic phase.

3.3 Photophysical properties in the strong coupling regime

When an organic molecule is strongly coupled to an optical cavity, the relaxation pathways differ from the case of an isolate molecule, due to a change in the molecular electronic landscape. To investigate to which extent polaritonic states alters the excited state of a molecule, Paper II investigates the influence of strong-coupling on the process of intersystem crossing. To do so, the molecule Erythrosine B (ErB), which is the tetraiodide form of fluorescein (Fig. 3.6a), was put into strong coupling regime. Erb exhibits both fluorescence and phosphorescence at room temperature centered at 538 nm and 691 nm, respectively (Fig. 3.6b). Additionally, ErB exhibits an E-type delayed fluorescence at room temperature. E-type delayed fluorescence, also called thermally activated delayed fluorescence (TADF), is a process through which a triplet state can undergo a reverse intersystem crossing (i.e. $S_1 \leftrightarrow T_1$) and then de-excite to the ground state through fluorescence.

Figure 3.6c displays the dispersion plot of a FP cavity filled with Erb showing a Rabi splitting of 375 meV. This corresponds to a lowering of the lower polariton energy of 135 meV compared to the absorption maximum of the $S_1$ state. The gradual lowering of the $|P^-\rangle$ state according to the coupling strength is shown in the emission spectra (Fig. 3.7a). Due to the Stokes shift of ErB, the energy difference between fluorescence and $|P^-\rangle$ emission is 135 meV. The phosphorescence band is independent of the coupling strength inside the FP cavity, hence emitting at the same energy than the uncoupled molecule, as shown in Fig. 3.7b.
Figure 3.6 (a) Chemical structure of Erythrosine B. (b) Normalised absorption and emission of ErB thin film. (c) Angle-resolved transmission map of strongly coupled ErB in a FP cavity. The dashed white and orange dotted lines represent the coupled harmonic oscillator fitting of the data (Section 3.1.2).

Thus, the coupling of the $S_1$ state to the vacuum field does not affect the triplet states of the molecule. Therefore, the energy gap $\Delta E_{TS}$ between the $|P^-\rangle$ and $T_1$ states can be selectively reduced by increasing the Rabi splitting.

**Paper II** shows how this effect can be used to increase in the rate of reverse intersystem crossing by lowering the energy gap between the lower polariton and the triplet state.
3.4. Coupling strength enhancement using artificial plasmonic molecules

The Rabi splitting is limited by the molecular concentration inside a FP cavity. To overcome this limit and increase the coupling strength of strongly coupled systems in the IR, we investigated a FP cavity containing molecules as well as a periodic array of gold nanorods, as shown schematically in Fig. 3.8a. Two molecules were chosen for this investigation, hexanal and 4-butylbenzonitrile (Fig. 3.8b). The absorption band of the hexanal C = O stretch vibration is centered around 1724 cm\(^{-1}\) and the absorption band of the 4-butylbenzonitrile C≡N stretch vibration is located around 2225 cm\(^{-1}\). Both absorption bands are sharp with a FWHM of 27 cm\(^{-1}\) and 10 cm\(^{-1}\), respectively. The two molecules inside the FP cavity are in the strong coupling regime with a value of \(\hbar \Omega_R\) of 101 cm\(^{-1}\) and 46 cm\(^{-1}\) for the C = O and C≡N bands, respectively.

The plasmon resonances were chosen to be on resonance with the vibrational absorption bands, as shown in the SEM pictures in Fig. 2.12. Figure 3.9a shows the FT-IR microscope transmission spectra of the gold arrays inside a FP cavity. As the length of the rods increases, the plasmon’s resonances shift to lower energies providing a way of tuning the resonance condition. We observe a normal mode splitting of the bare plasmonic resonance, as well as a significant drop in the linewidth of the plasmonic bands (Table 3.1). This is due to the fact that in the IR the losses of the nanorods are dominated by radiative losses, but
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**Table 3.1** FWHM of the measured molecules, plasmons and cavities. All linewidths are given in cm$^{-1}$ and rod lengths in nm.

<table>
<thead>
<tr>
<th>media in cavity</th>
<th>air</th>
<th>hexanal</th>
<th>butylbenz</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP mode FWHM$^\dagger$</td>
<td>84 ± 7.3</td>
<td>42 ± 1.6</td>
<td>31.3 ± 2.9</td>
</tr>
<tr>
<td>Rod length [nm]</td>
<td>1100</td>
<td>1200</td>
<td>1300</td>
</tr>
<tr>
<td>Bare plasmon [cm$^{-1}$]</td>
<td>1120</td>
<td>1032</td>
<td>882</td>
</tr>
<tr>
<td>FP/rods polar. [cm$^{-1}$]</td>
<td>69.5 ± 0.5</td>
<td>72 ± 6</td>
<td>72.5 ± 0.5</td>
</tr>
<tr>
<td>FP/rods/hexanal polar. [cm$^{-1}$]</td>
<td>41.3 ± 7.4</td>
<td>41.3 ± 4.5</td>
<td>40.5 ± 2.5</td>
</tr>
<tr>
<td>FP/rods/butylbenz polar. [cm$^{-1}$]</td>
<td>34.3 ± 2.9</td>
<td>34 ± 2.8</td>
<td>33.5 ± 1.5</td>
</tr>
</tbody>
</table>

$^\dagger$ Measured next to the array
$^\dagger$ Too much signal-to-noise to measure more than 1 peak

**Figure 3.8** (a) Schematic figure of the FP cavity used in the study. The beams labeled 1 or 2 indicates the position where the cavity was probed using FT-IR microscopy, either on top, or next to, the nanorods array. (b) Chemical structure of 4-butylbenzonitrile (top) and hexanal (bottom).

inside a FP cavity, the radiation bounces back and forth between the mirrors, therefore reducing the resonance linewidth.

When introducing the molecules into the cavity with the gold array, a third component will couple with both the cavity and the plasmon. Figures 3.9b and 3.9c show the resulting transmission spectra, where the C = O absorption band is on resonance with the longest nanorods and the C ≡ N absorption band is on resonance with the shortest nanorods. To ensure that the dispersion spectra are indeed due to the interaction between the three components, transmission spectra with a polariser perpendicular to the rods’ long axis were measured (Figs. 3.9d to 3.9f). The resulting spectra are the same than the spectra measured...
3.4. Coupling strength enhancement using artificial plasmonic molecules

![Figure 3.9 (a)-(c) Transmission maps of the plasmonic array inside the FP cavity, without molecules, with hexanal and with butylbenzonitrile, respectively. (d)-(f) Same transmission maps than before, but this time with a polarised light perpendicular to the long axis of the nanorods. The grey dashed line indicates the absorption band of the molecule and the green crosses indicate the absorption maximum of the bare plasmonic array.](image)

without the plasmonic arrays.

Next, analytical modelling was performed to extract the coupling strengths of the hybrid cavity. To do so, the cavity can be described by $M$ Fabry-Pérot eigenmodes with frequencies $\omega_m$, each coupling to the vibrational absorption band of the molecules. Thus, the Jaynes-Cummings Hamiltonian is employed, which includes the $M$ cavity modes:

$$\hat{H}_{mol} = \sum_{m=1}^{M} \hbar \omega_m \hat{a}_m \hat{a}_m^\dagger + \hbar \omega_0 \hat{b}^\dagger \hat{b} + \sum_{m=1}^{M} \hbar g_m \left( \hat{a}_m^\dagger \hat{b} + \hat{a}_m \hat{b}^\dagger \right)$$  (3.31)

Figure 3.10 shows the resulting fittings of the measured spectra. The coupling strength of the cavity containing the nanorods gives a value of $\hbar \Omega_R$ of 326 cm$^{-1}$, and when the molecules are inside the cavity, $\hbar \Omega_R$ is 396 cm$^{-1}$ and 362 cm$^{-1}$ for the C=O and C≡N absorption bands, respectively. In the cases where the molecules were inside the cavity, the plasmon and the molecules were modeled together as a single collective oscillator.

In summary, the nanorods and the molecules act together as a single collective oscillator, thus enhancing the total coupling strength of the system. Furthermore, the artificial plasmonic molecules increase the coupling strength of 4-butylbenzonitrile and hexanal by 9 and 5 times, respectively.
Figure 3.10 (a)-(c) Resulting fittings (purple line) of the measured transmission peaks (orange dots) from Fig. 3.9. The dotted lines indicates the absorption of the bare plasmonic arrays. $\omega_p$ and $\omega_b$ represent the plasmon and the plasmon+molecules frequencies, respectively.
CHAPTER 4

Methodology

[...] and thus render ourselves, as it were, masters and possessors of nature

René Descartes, Discourse on the Method

The next chapter describes the procedures and methods used during my doctoral studies. The chapter is divided into two sections, experimental and computational. We will begin to describe the basic principles of the optical characterisations used in this thesis, then the procedures used to put an organic molecule into the strong-coupling regime as well as computational methods used to characterise the experimental observations.

4.1 Experimental

What follows is an account of the experimental methods and techniques used in this thesis. First, we will give a brief overview of the spectroscopic techniques used to characterise Fabry-Pérot cavities, then the methods used to fabricate the optical cavities and finally the computational approach used to describe the experimental measurements.
4.1.1 Infrared spectroscopy

Infrared spectroscopy is based on the interaction between light and matter in the infrared range of the electromagnetic spectrum and is used to investigate vibrations and associated rotational-vibrational structures of organic and inorganic compounds.

The foundations of Fourier Transform-Infrared Spectroscopy (FT-IR) can be traced back to the end of the 19th century when Michelson developed and described an interferometer named after him [124, 125]. Subsequently, Lord Rayleigh published in 1892 a letter to Michelson relating the interferogram to the spectrum by using a Fourier transformation [126]. Peter Fellget, in 1949, was the first to transform an interferogram into an infrared spectrum [127]. Although the basis of modern FT-IR spectroscopy was developed, the computers available in the 1950s were not powerful enough to process the interferogram efficiently. A major breakthrough came in 1965 with the rediscovery of the Fast Fourier Transform algorithm (FFT) by Cooley and Tukey [128] (although discovered by Carl Friedrich Gauß in 1805 [129]) which improved the computation by an order of magnitude and was directly applied in optical interferometry by Forman in 1967 [130]. Few years later, mid-infrared FT-IR spectrometers were available and used to obtain rapid infrared spectra and are widely used today in nanoscience and food science.

Principles of FT-IR spectroscopy

The main optical components of an FT-IR spectrometer (Fig. 4.1) are the following: an infrared light source, an interferometer consisting of one fixed mirror, one moving mirror and a beamsplitter, and an infrared detector [131].

The mid-infrared source (ca. 1.5 μm to 20 μm) is ideally a high temperature Planck radiator (i.e. a black-body). The most common mid-infrared source used, known as Globar, is a silicon carbide rod which is electrically heated up to ~1300 K. On the other side of the instrument, the detector is usually a thermal or a quantum detector. Thermal detectors operate by sensing the change in temperature of an absorbing material and then convert it into an electrical signal, typically a voltage. Those detectors, operating at near room temperature, are pyroelectric bolometers and consist of temperature-sensitive ferroelectric crystals that exhibit a spontaneous electric polarization below their Curie temperature. Today many FT-IR instruments are equipped with a deuterated l-alanine-doped triglycine sulfate (DLaTGS) detector. When working with a low signal (e.g. when using a FT-IR microscope) it may be useful to use a quantum detector, such as the mercury cadmium telluride (MCT) detector. They are typically p-n junction semiconductors, and are based on the photoelectric effect. MCT detectors are usually cooled to 77 K with liquid nitrogen and offer a high signal-to-noise ratio and a fast response time.
Infrared spectroscopy is based on the interaction between light and matter in the infrared range of the electromagnetic spectrum and is used to investigate vibrations and associated rotational-vibrational structures of organic and inorganic compounds.

The foundations of Fourier Transform-Infrared Spectroscopy (FT-IR) can be traced back to the end of the 19th century when Michelson developed and described an interferometer named after him [124, 125]. Subsequently, Lord Rayleigh published in 1892 a letter to Michelson relating the interferogram to the spectrum by using a Fourier transformation [126]. Peter Fellget, in 1949, was the first to transform an interferogram into an infrared spectrum [127]. Although the basis of modern FT-IR spectroscopy was developed, the computers available in the 1950s were not powerful enough to process the interferogram efficiently. A major breakthrough came in 1965 with the rediscovery of the Fast Fourier Transform algorithm (FFT) by Cooley and Tukey [128] (although discovered by Carl Friedrich Gauß in 1805 [129]) which improved the computation by an order of magnitude and was directly applied in optical interferometry by Forman in 1967 [130]. Few years later, mid-infrared FT-IR spectrometers were available and used to obtain rapid infrared spectra and are widely used today in nanoscience to food science.

**Principles of FT-IR spectroscopy**

The main optical components of an FT-IR spectrometer (Fig. 4.1) are the following: an infrared light source, an interferometer consisting of one fixed mirror, one moving mirror and a beamsplitter, and an infrared detector [131].

The mid-infrared source (ca. 1.5 μm to 20 μm) is ideally a high temperature Planck radiator (i.e., a black-body). The most common mid-infrared source used, known as Globar, is a silicon carbide rod which is electrically heated up to ∼1300 K. On the other side of the instrument, the detector is usually a thermal or a quantum detector. Thermal detectors operate by sensing the change in temperature of an absorbing material and then convert it into an electrical signal, typically a voltage. Those detectors, operating at near room temperature, are pyroelectric bolometers and consist of temperature-sensitive ferroelectric crystals that exhibit a spontaneous electric polarization below their Curie temperature. Today many FT-IR instruments are equipped with a deuterated l-alanine-doped triglycine sulfate (DLaTGS) detector. When working with a low signal (e.g., when using a FT-IR microscope) it may be useful to use a quantum detector, such as the mercury cadmium telluride (MCT) detector. They are typically p-n junction semiconductors, and are based on the photoelectric effect. MCT detectors are usually cooled to 77 K with liquid nitrogen and offer a high signal-to-noise ratio and a fast response time.

At the heart of the FT-IR spectrometer is the interferometer based on a two-beam interferometer originally designed by Michelson. The interferometer is used to split the infrared beam from the source into two beams in order to give...
Interferogram before the Fourier transformation resulting in a power spectrum. The unit of the optical path difference is cm and the power spectrum is cm$^{-1}$.

The two beams a different path. When the two beams come out from the interferometer, an interferogram is generated, i.e. the signal produced as a function of the change of path length between the two beams. Then the signal passes through the sample and reaches the detector before being converted to a digital form by an analog-to-digital converter. The recorded signal is interconvertible to a power spectrum by a Fourier transformation defined as [132]:

$$I(x) = \int_{-\infty}^{\infty} E(v) e^{2\pi i vx} dv$$

$$E(v) = \int_{-\infty}^{\infty} I(x) e^{-2\pi ivx} dx,$$

where, $I(x)$ is the intensity of the interferogram, $x$ is the optical path difference, $E(x)$ is the intensity of the spectrum and $v$ is the wavenumber. The Fourier transformation of an interferogram yields a power spectrum, as shown in Fig. 4.2.

Finally, the power spectrum of a measured sample is ratioed with the background spectrum to obtain the final absorption or transmission spectrum.

**Attenuated total reflectance spectroscopy**

Attenuated total reflectance (ATR) was developed in the early 1960s by Harrick [133] and Fahrenfort [134] and makes use of the principle of total internal reflection. The reflection at the interface between two media of different refractive indices is described by the Snell-Descartes law, or commonly known as the Snell’s law:

$$n_1 \sin \theta_1 = n_2 \sin \theta_2,$$

where $n_1$ and $n_2$ are the refractive indices of the medium 1 and 2, respectively, $\theta_1$ is the angle of incidence and $\theta_2$ is the angle of refraction. When the incident light originates from an optically dense medium, with a refractive index $n_1 > n_2$, the angle of incidence $\theta_1$ will be smaller than the angle of refraction $\theta_2$ (Fig. 4.3).

According to the Snell’s law (Eq. 4.2) the angle of incidence is always smaller than the refracted one, so if $\theta_1$ is increased to a specific angle, called the critical angle $\theta_0$, the beam will propagate along the interface. The value of the critical angle is the value of $\theta_1$ for which $\theta_2 = \theta_2$:

$$\theta_0 = \arcsin \left( \frac{n_2}{n_1} \right).$$

Besides, when $\theta_1 > \theta_0$ the beam cannot propagate into the medium with the lower refractive index, it is totally reflected inside the material. Any material that exhibits internal reflection is referred to as internal reflection element (IRE).

Although the whole beam is totally reflected, there is an electromagnetic wave beyond the interface that penetrates a short distance into the low refractive index medium. This extended wave is referred to as evanescent wave. The intensity of the evanescent wave decreases exponentially with distance above the interface between the two media. At the interface, the electric field penetrates perpendicularly into the optically thinner medium $n_2$. The amplitude $\mathcal{A}$ of the wave is given by:

$$\mathcal{A}(x, z) = \mathcal{A}_0 e^{-\alpha z} \sin \left( \frac{2\pi n_2}{\lambda} x \right),$$

where $\mathcal{A}_0$ is the amplitude at the interface, $\alpha$ is the attenuation coefficient, $\lambda$ is the wavelength in the medium $n_2$, and $z$ is the distance above the interface.
The unit of the optical path difference is cm and the power spectrum is cm$^{-1}$. The two beams take different paths. When the two beams come out from the interferometer, an interferogram is generated, i.e., the signal produced as a function of the change of path length between the two beams. Then the signal passes through the sample and reaches the detector before being converted to a digital form by an analog-to-digital converter. The recorded signal is interconvertible to a power spectrum by a Fourier transformation defined as:

$$
\mathcal{F}(\omega) = \int_{-\infty}^{\infty} \mathcal{F}(\omega) e^{-i\omega t} dt.
$$

where, $\mathcal{F}(\omega)$ is the intensity of the interferogram, $\mathcal{F}(\omega)$ is the optical path difference, $\mathcal{F}(\omega)$ is the intensity of the spectrum, and $\omega$ is the wavenumber.

The Fourier transformation of an interferogram yields a power spectrum, as shown in Fig. 4.2. Finally, the power spectrum of a measured sample is ratioed with the background spectrum to obtain the final absorption or transmission spectrum.

Attenuated total reflectance spectroscopy (ATR) was developed in the early 1960s by Harrick [133] and Fahrenfort [134] and makes use of the principle of total internal reflection. The reflection at the interface between two media of different refractive indices is described by the Snell-Descartes law, or commonly known as the Snell’s law [135]:

$$
n_1 \sin \theta_1 = n_2 \sin \theta_2,
$$

where $n_1$ and $n_2$ are the refractive indices of the medium 1 and 2, respectively, $\theta_1$ is the angle of incidence and $\theta_2$ is the angle of refraction. When the incident light originates from an optically dense medium, with a refractive index $n_1 > n_2$, the angle of incidence $\theta_1$ will be smaller than the angle of refraction $\theta_2$ (Fig. 4.3). According to the Snell’s law (Eq. 4.2) the angle of incidence is always smaller than the refracted one, so if $\theta_1$ is increased to a specific angle, called the critical angle $\theta_c$, the beam will propagate along the interface. The value of the critical angle is the value of $\theta_1$ for which $\theta_2 = \frac{\pi}{2}$:

$$
\theta_c = \arcsin \left( \frac{n_2}{n_1} \right).
$$

Besides, when $\theta > \theta_c$ the beam cannot propagate into the medium with the lower refractive index, it is totally reflected inside the material. Any material that exhibits internal reflection is referred to as internal reflection element (IRE).

Although the whole beam is totally reflected, there is an electromagnetic wave beyond the interface that penetrates a short distance into the low refractive index medium. This extended wave is referred to as evanescent wave. The intensity of the evanescent wave decreases exponentially with distance above the interface between the two media. At the interface, the electric field penetrates perpendicularly into the optically thinner medium $n_2$. The amplitude $E$ of the wave follows the exponential decay law:

$$
E(z) = E_0 e^{-2kz},
$$

where $E_0$ is the amplitude at the interface, $k$ is the wave number, and $z$ is the distance above the interface.
electric field as a function of the distance $z$ from the IRE is given by:

$$E = E_0 e^{-\gamma z},$$  \hspace{1cm} (4.4)

where, $E_0$ is the electric field amplitude at the interface and $\gamma$ is a decay constant. Thus, when an absorbing material is placed on the surface of the optically dense material, it will interact with the evanescent wave to generate a spectrum. This is called attenuated total reflectance. The distance over which the evanescent wave can interact with the absorbing material is dependent on the wavelength of the incident beam and the refractive indices of the two media. The distance from the interface where the electric field amplitude $E$ of the evanescent wave is decreased by a value of $e^{-1}$ is called the penetration depth $d_p$ and is given by $[131]$:

$$d_p = \frac{\lambda_1}{2\pi n_1 \sqrt{\sin^2 \theta - \left( \frac{n_2}{n_1} \right)^2}},$$  \hspace{1cm} (4.5)

where, $\lambda_1$ is the wavelength of the optically dense material and is related to the incident infrared beam by the expression $\lambda_1 = \lambda/n_1$. The depth of penetration is typically a few microns (ca. 0.5 μm to 3 μm) depending on the refractive index of the IRE and the angle of incidence.

After internal reflection, the infrared beam exits the IRE and is going to the detector. A typical ATR setup is shown in Fig. 4.4. The sample requires very little preparation as long as sufficient contact area between the sample and the IRE is attained. Attenuated total reflectance is today widely used as a non destructive technique applied for liquid and solid samples.
FT-IR microscopy

A FT-IR microscope is a hyphenated technique combining a FT-IR spectrometer with an optical microscope. The beam coming from the interferometer is focused onto the sample, in most microscopes, by a Cassegrain condenser, which consists of a small convex mirror suspended above a larger concave mirror. After transmitting through the sample, the beam is collected by another Cassegrain condenser, the objective, and sent to a liquid nitrogen cooled MCT detector at which the interferogram is recorded. The spatial resolution is an important feature in the application of FT-IR microscopy. The spatial resolution of the microscope is based on the minimum distance \( r \) at which two measurements points can be distinguished, known as the Rayleigh criterion. The spatial resolution is defined as follows [131]:

\[
r = \frac{0.61\lambda}{NA},
\]

(4.6)

where, \( \lambda \) is the wavelength and \( NA \) is the numerical aperture of the Cassegrain.

In infrared microscopes, the infrared beam is around few hundreds of microns at the focal point, and the measured sample is often smaller than the beam diameter. Consequently, not the whole beam does interact with the sample, this is called stray light. This is why an adjustable aperture, consisting of knife edges, is placed on top of the objective to reduce the diameter of the beam. Therefore, only the infrared radiation that has interacted with the sample is recorded into the detector.

FT-IR microscopy allows measuring infrared spectra as small as 10 \( \mu \text{m} \) and provides physical and chemical informations on samples such as size, shape, morphology, chemical composition as well as mapping a region of a complex heterogeneous sample [136].

4.1.2 Ultraviolet-visible spectroscopy

Ultraviolet-visible (UV-Vis) spectroscopy is routinely used to get insights of fundamental informations of molecules, such as atomic and molecular energy levels, electronic transitions, or molecular geometry [137, 138]. Absorbance in
every spectral range of the electromagnetic field depends on the Beer-Lambert-Bouguer law, commonly known as the Beer’s law:

$$A(\lambda) = \varepsilon(\lambda)c\ell,$$  \hspace{1cm} (4.7)

where, $A(\lambda)$ is the absorbance, $\varepsilon(\lambda)$ is the molar absorptivity, $c$ is the concentration of the absorbing compound and $\ell$ is the pathlength. The spectrophotometer does not measure the absorbance directly, but extracts it from the quantity of light transmitted through the sample. This is known as the transmittance and is given by:

$$T = \frac{I}{I_0},$$  \hspace{1cm} (4.8)

where, $T$ is the transmittance, $I_0$ the intensity of light transmitted without the absorbing material and $I$ the intensity of the light passing through the sample. The final absorbance is related to the transmittance by:

$$A = -\log(T) = \log\left(\frac{I_0}{T}\right).$$  \hspace{1cm} (4.9)

The basic architecture of a spectrophotometer consists of one or more light sources, a monochromator, a detector and a computer (Fig. 4.5). Most of modern spectrophotometer are based on a double-beam design. The incoming beam from the light source is separated in two by a rotating mirror that directs the beam first through the reference path and then through the sample. The light sources are often a deuterium arc lamp for the ultraviolet part of the electromagnetic spectrum (ca. 190 nm to 320 nm) and a tungsten filament lamp for the visible to near infrared (ca. 320 nm to 2500 nm). The combination of those two lamps
provides a continuous spectrum in the UV-Vis region of the electromagnetic spectrum.

Subsequently the light passes through a wavelength selector, which selects specific and narrow wavelengths prior to measurements. This is done by a monochromator. Figure 4.6 shows the principle of a diffraction grating monochromator. The most commonly used monochromator is the Czerny-Turner design where the light enters through an entrance slit and is reflected into the grating with a curved mirror. The diffracted light is then reflected by another curved mirror before going out through the exit slit, that allows only one specific wavelengths to pass through, and going to the sample chamber.

Thereafter, the light reaches the detector, a transducer which converts the light into an electrical signal. This is typically done with a photomultiplier tube (PMT). First, the incoming photon is absorbed on a photoemissive material, the photocathode, that emits free electrons. The electrons are then accelerated by a high voltage (typically few hundreds of volts) to a first electrode, called dynode, where they generate several secondary electrons. Those are accelerated towards further dynodes, where the number of emitted electrons is getting order of
magnitudes larger each time. The amplified photocurrent is then collected with an anode before being processed and converted to a spectrum by a computer. PMT’s are sensitive detectors to measure low amounts of light and are widely used in modern spectrophotometer.

4.1.3 Thin film deposition

The section below describes the basic principles to deposit thin films, in particular the metallic thin films used as mirrors as well the thin polymer layers used for aligning the liquid crystals.

Direct current magnetron sputtering

Direct current (DC) magnetron sputtering is a widely-used physical vapor deposition (PVD) method for the deposition of metallic thin films [139, 140]. DC magnetron sputtering is a high vacuum ionic sputtering method, where high energy ions bombard a target and eject atoms from the surface (shown schematically in Fig. 4.7a). The role of the magnetron is to enhance the ionization of the argon atoms by introducing a magnetic field in the vicinity of the target by placing magnets below the target. The cloud of electrons and ions created on the front of the target is denoted as the magnetron plasma.

To ignite the magnetron discharge, a high DC voltage (ca. 500 V) is applied. When argon is introduced in the vacuum chamber, it will ionise and create a plasma, where electrons and ions are separated. The free electrons will be
affected by a force $F$, given by the Lorentz force:

$$F = q(E + v \times B),$$

(4.10)

where, $q$ is the electric charge, $E$ the electrical field, $v$ the velocity and $B$ the magnetic field. Due to the geometry of the magnetic field (parallel to the target), electrons are trapped in the $E \times B$ drift current and will enhance the probability of ionising the argon gas. Once the plasma is ignited, the $Ar^+$ ions are accelerated to the negatively charged target, thus bombarding the target and ejecting the material towards the substrate (Fig. 4.7b). The thickness and the rate of deposition are monitored with a quartz crystal microbalance (QCM), which measures the change in frequency of a piezoelectric quartz crystal. The change in frequency is then correlated to the mass change on the surface of the crystal.

In summary, DC magnetron sputtering is a thin film coating technique providing a high deposition rate, high purity deposition and excellent adhesion on the substrate, and was used in this thesis to make thin films of Ag, Au and ITO.

**Spin-coating**

Having discussed how to deposit metallic thin films, the next section addresses the basic principle of organic thin film deposition using the spin-coating technique. Spin-coating is a thin film deposition technique where a liquid solution is deposited on top of a flat substrate and then spreaded by centrifugal force [141]. The process of spin-coating can be described in four steps (shown schematically in Fig. 4.8). First a thick layer of molecules dissolved in a volatile solvent is deposited on the substrate (step 1). Then the chuck starts to rotate (step 2) at high speed (> 600 rpm) which spreads the liquid in a viscous flow (step 3). Finally, an airflow induced by the high spinning speed will evaporate the solvent leaving the molecules on the surface of the substrate (step 4).

By adjusting the spinning speed, the acceleration rate and the solvent, a uniform and precise film thickness can be achieved with spin-coating.
4.1.4 Liquid crystals alignment

A common method used to achieve homogeneous alignment, where the alignment of the director vector has a preferred direction within the plane of the substrate, is the so-called rubbing technique [142]. To do so, a polymer thin film is spin-coated onto the substrate and then rubbed with a velvet cloth a few times in one direction. The rubbing process will reorient the long chains of the polymer layer, creating nano-grooves in the direction of the rubbing. Consequently, when the liquid crystals are in close contact with the polymer layer, the director will align parallel (or perpendicular) to the grooves in order to minimise the elastic energy [143] (although the mechanism is not well understood), hence achieving homogeneous planar alignment.

In the study presented in Paper I, the liquid crystal (LC) used is the well-known 5CB (4-Cyano-4’-pentylbiphenyl, Fig. 4.9a), which exhibits a nematic phase at room temperature. In order to align the liquid crystal inside the cell, the following procedure was used. Inside a cleanroom, 0.1% polyimide (PI2610) dissolved in dimethyl sulfoxide (DMSO) was spin-coated at 5000 rpm for 30 seconds onto the substrates, yielding to a 20 nm thick layer. A soft bake at 100 °C for one minute was done to evaporate the solvent before curing in a convection oven at 300 °C for 3 hours with a ramp rate of 4 °C min⁻¹ in order to obtain an insoluble polyimide film and to remove residual solvent. The substrates were rubbed unidirectionally in a buffing machine (LC-tec AB, Borlänge, Sweden)
4.1.4 Liquid crystals alignment

A common method used to achieve homogeneous alignment, where the alignment of the director vector has a preferred direction within the plane of the substrate, is the so-called rubbing technique \cite{142}. To do so, a polymer thin film is spin-coated onto the substrate and then rubbed with a velvet cloth a few times in one direction. The rubbing process will reorient the long chains of the polymer layer, creating nano-grooves in the direction of the rubbing. Consequently, when the liquid crystals are in close contact with the polymer layer, the director will align parallel (or perpendicular) to the grooves in order to minimise the elastic energy \cite{143} (although the mechanism is not well understood), hence achieving homogeneous planar alignment.

In the study presented in Paper I, the liquid crystal (LC) used is the well-known 5CB (4-Cyano-4'-pentylbiphenyl, Fig. 4.9a), which exhibits a nematic phase at room temperature. In order to align the liquid crystal inside the cell, the following procedure was used. Inside a cleanroom, 0.1\% polyimide (PI2610) dissolved in dimethyl sulfoxide (DMSO) was spin-coated at 5000 rpm for 30 seconds onto the substrates, yielding to a 20 nm thick layer. A soft bake at 100°C for one minute was done to evaporate the solvent before curing in a convection oven at 300°C for 3 hours with a ramp rate of 4°C min\(^{-1}\) in order to obtain an insoluble polyimide film and to remove residual solvent. The substrates were rubbed unidirectionally in a buffing machine (LC-tec AB, Borlänge, Sweden) using a velvet cloth in order to give the boundary condition for the self-alignment to the LCs.

To verify if the liquid crystals are aligned, one way is to relate the order parameter \(S\) (Section 2.2) to an infrared absorption dichroism measurement. Using this method, the order parameter is determined by \cite{94}:

\[
S = \frac{gD - 1}{gD + 2} \cdot \frac{1}{1 - \frac{2}{g} \sin^2 \beta},
\]

(4.11)

where, \(g\) is a correction factor originating from the anisotropy of the local field of the incident light, \(D\) is the dichroic ratio and \(\beta\) is the angle between the long axis and the transition dipole moment of the LC. While both \(g\) and \(\beta\) are properties from the LCs, the dichroic ratio \(D\) is measured from polarised absorption bands, and is defined as:

\[
D = \frac{A_{||}}{A_{\perp}},
\]

(4.12)

where \(A_{||}\) and \(A_{\perp}\) are the parallel and perpendicular polarised IR absorbances, respectively. Figure 4.10 shows the absorption of the C≡N stretching vibration of 5CB under polarised light as well as the extracted value of the order parameter \(S\) from Paper I. The extracted value of \(S\) is 0.60 which means that the LCs inside the cell are aligned. This section has described how to align liquid crystals inside a cell, and the next section will describe how to switch and control the orientation of the liquid crystals inside the cell.

4.1.5 Electro-optic switching of liquid crystals

To control the orientation of the liquid crystals inside the cell (Section 2.2.1), an external electric field is applied across the cell. To do so, an infrared transparent
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Figure 4.10 Absorbance spectra of aligned 5CB liquid crystal with parallel (orange) and perpendicular (grey) polarisation. The dotted orange line is a fit of the absorption spectrum to extrapolate the high absorbance. The bottom plot is the extracted order parameter $S$ using Eq. 4.11.

Figure 4.11 Photograph of a processed 5CB microcavity.

Conductive layer is deposited onto the substrates. Then a voltage is applied between the two mirrors to generate a electric field across the cell, which will distort the uniformly aligned liquid crystals.

In Paper I, to apply an electric field across the LC cell, 100 nm of indium-tin oxide (ITO, In$_2$O$_3$-SnO$_2$ 90–10 wt%) was deposited onto the substrate using a DC magnetron sputter system at a deposition rate of 1.07 Å s$^{-1}$. Directly after deposition, the substrates were baked at 400 °C on a hot plate to improve the conductivity of the ITO layer. Finally, electrical wires were soldered on the ITO layer using a conductive silver paste. Fig. 4.11 shows a processed LC cell made of two CaF$_2$ substrates, an IR transparent crystal, ITO layers, sputtered gold mirrors in the middle and the electrical wires.
4.1. Experimental

(b) Transmission spectrum resulting from the cross-polarised setup showing the Frédéricksz transition around 3 V.

To switch the orientation of the LCs inside the cell, a square signal of 1 kHz is applied, and measured (peak to peak), using a signal generator coupled to an oscilloscope. In order to check if the LCs is properly switching a linear crossed polarised setup was build (Fig. 4.12a). If the liquid crystals are in an homogeneous phase, the incoming linear polarised light will not be affected, therefore no light will be transmitted because the analyser has a polarisation angle of 90° compared to the first polariser. When an electric field is applied the nematic LCs will undergo a splay-type transition and will twist to an homeotropic phase, hence affecting the plane of polarisation of the transmitted light. Figure 4.12b shows the transition between those two phases, hence confirming the re-orientation of the liquid crystals inside the cell.

4.1.6 Cavity thickness adjustment

Precise control of the thickness of the Fabry-Pérot cavity is crucial to all experiments involving strong light-matter interaction, due to the fact that both the molecular transition (electronic or vibrational) and the cavity must be on resonance. To control the thickness of the cavities designed in this thesis, different approaches were used.

In Paper I, the liquid crystal cell was made by gluing two CaF₂ substrates together, where poly(methyl methacrylate) (PMMA) microspheres where dis-
persed inside the glue to give a nominal thickness of 32 µm. The thickness of the cell was determined using the following equation:

\[
d = \frac{m}{2n} \left( \frac{\lambda_1 \lambda_2}{\lambda_1 - \lambda_2} \right),
\]

where \( m \) is the number of resonance peaks, \( n \) the refractive index, and \( \lambda_1 \) and \( \lambda_2 \) the wavelength of the peaks. Then to fine tune the physical distance between the mirrors, a mechanical pressure was applied to the cavity. Figure 4.13 shows the PMMA microspheres dispersed in the glue used to seal the LC cell and shows the fine tuning of the cavity resonance when a mechanical pressure is applied onto the cavity.

In Paper III and Paper IV, the thickness was controlled using BoPET (biaxially-oriented polyethylene terephthalate) films, known as Mylar, or using PTFE (polytetrafluoroethylene) films having a nominal thickness of 6, 12, 25 or 50 µm. The design of the FP cavities in these two studies were different than in Paper I, as molecules in liquid state were studied. They were fabricated using a demountable cell made for infrared spectroscopy (Omni Cell, Specac). The two gold mirrors were coated onto IR transparent substrate and closed together. The thickness was then finely tuned using adjustment screws on the microfluidics cell, using the same mechanical pressure principle as in Paper I.

Finally, in Paper II, the Fabry-Pérot cavity is on resonance with a molecular electronic transition, thus micrometer spacers cannot be used to control the distance between the mirrors. The cavity thickness was adjusted by spin-coating...
the molecules dispersed in a polymer matrix. By adjusting different parameters (e.g. polymer type, density, spin-coating speed) the desired thickness was achieved.

### 4.2 Computational

So far this chapter has focused on the experimental techniques used in this thesis. The following section will discuss the computational techniques employed. This section will first describe the transfer matrix method (TMM) used to characterise the optical properties of the microcavities built during my doctoral studies, then the approach used to extract the complex refractive index of the materials used in the microcavities.

The transfer matrix method, the Drude-Lorentz and the Lorentzian relations fittings were implemented using Scipy [144], Numpy [145], Matplotlib [146] Python packages on Python 3.7, and the Kramers-Kronig relations were computed using Octave 5.1 [147]. Other fitting routines used, such as the coupled harmonic oscillator model described in Section 3.1.2, are based on the LMFIT Python package [148].

#### 4.2.1 Transfer matrix method

The optical cavities presented in this thesis can be modelled as a one dimensional (1D) multilayer structure, i.e. a sum of 1D optically isotropic and homogeneous layers. Their coherent optical properties, such as transmission and reflection, can be computed using a transfer matrix method [135, 149, 150]. This method is a simple and powerful tool, used for example, to study organic solar cells [151], organic light emitting devices [152] as well as perovskite multilayer structures [153].

The basic concept of the TMM is to solve the famous Maxwell’s equation in a multilayer system for an uniform incoming electric field $E$. As a starting point
the Maxwell’s equations in vacuum are used [135]:

\[
\begin{align*}
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{B} &= \mu_0 \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \\
\n\nabla \cdot \mathbf{E} &= 0 \\
\n\nabla \cdot \mathbf{B} &= 0,
\end{align*}
\]

(4.14)

where \(\mathbf{E}\) is the electric field, \(\mathbf{B}\) is the magnetic field, \(\mu_0\) is the vacuum permeability and \(\varepsilon_0\) is the vacuum permittivity. The multilayer structure consists of a stack of layered media with thickness \(d_i\) and refractive indices \(n_i\), all separated by interface planes (Fig. 4.14). Thus we can model the multilayer structure as a system with one input and one output \(\mathbf{E}\) field. Consequently, a transfer matrix \(\tilde{M}\) can be computed to relate the incident and reflected waves at input with the incident and reflected waves at the other side of the multilayer structure. If the matrix \(\tilde{M}\) is known, the transmitted and reflected electromagnetic fields can be calculated for an interface between two layers. Then by multiplying the individual transfer matrices, the total transfer matrix is obtained and the final transmission and reflection of the system is computed.

Let’s look in more details how to derive the final transmission or reflection of a multilayer structure. The problem is split in two, one for the the TE-polarisation (\(\mathbf{E}\) parallel to the interfaces) and for the TM-polarisation (\(\mathbf{B}\) parallel to the interfaces). Thus, the electric field is entirely described by its amplitude \(\mathbf{E}(\mathbf{r})\). Moreover, the total electric field at a position \(\mathbf{r}\) within a layer is described
as a superposition of the forward and backward propagating plane wave:

\[ \mathbf{E}(\mathbf{r}) = \mathbf{E}_f e^{i \mathbf{k}_f \cdot \mathbf{r}} + \mathbf{E}_b e^{i \mathbf{k}_b \cdot \mathbf{r}} \]  

(4.15)

where \( \mathbf{E}_f \) and \( \mathbf{E}_b \) are the forward and backward wave amplitudes. The wave vectors \( \mathbf{k}_f \) and \( \mathbf{k}_b \) are related to the refractive index \( n_i \) by:

\[
\begin{align*}
\mathbf{k}_f &= \frac{2\pi n_i}{\lambda} (\hat{\mathbf{x}} \cos \theta + \hat{\mathbf{y}} \sin \theta) \\
\mathbf{k}_b &= \frac{2\pi n_i}{\lambda} (-\hat{\mathbf{x}} \cos \theta + \hat{\mathbf{y}} \sin \theta),
\end{align*}
\]

(4.16)

where, \( \lambda \) is the wavelength and \( \theta \) the angle to the normal of the layer. It should be noted that \( \mathbf{k}_{f,b} \) can be a complex number and that its imaginary part is nonzero if the wave propagates in a lossy medium (see Section 4.2.2). The transfer matrix \( \mathbf{M} \) relates to the complex amplitude \( \mathbf{E}_f \) and \( \mathbf{E}_b \) just before \( (x^-) \) and after \( (x^+) \) the first and last layers of the structure. The general relation is defined as:

\[
\begin{pmatrix}
\mathbf{E}_f(x_0^-) \\
\mathbf{E}_b(x_0^-)
\end{pmatrix}
= \mathbf{M}
\begin{pmatrix}
\mathbf{E}_f(x_{N-1}^+) \\
\mathbf{E}_b(x_{N-1}^+)
\end{pmatrix}
= \begin{pmatrix}
\mathbf{M}_{00} & \mathbf{M}_{01} \\
\mathbf{M}_{10} & \mathbf{M}_{11}
\end{pmatrix}
\begin{pmatrix}
\mathbf{E}_f(x_{N-1}^+) \\
\mathbf{E}_b(x_{N-1}^+)
\end{pmatrix}.
\]

(4.17)

Now let’s build the transfer matrices for wave propagation through a layer and between an interface before calculating the complete transfer matrix \( \mathbf{M} \) by a multiplication of all individual ones. The transfer matrix for a wave propagating between a layer \( i \) and \( j \) relating the forward and backward propagating waves is given by the scattering matrix \( \mathbf{S}_{ij} \) of the interface between the two layers:

\[
\begin{pmatrix}
\mathbf{E}_f(x_i^+) \\
\mathbf{E}_b(x_i^+)
\end{pmatrix}
= \mathbf{S}_{ij}
\begin{pmatrix}
\mathbf{E}_f(x_i^-) \\
\mathbf{E}_b(x_i^-)
\end{pmatrix}
= \begin{pmatrix}
t_{ij} & r_{ij} \\
r_{ij} & t_{ij}
\end{pmatrix}
\begin{pmatrix}
\mathbf{E}_f(x_i^-) \\
\mathbf{E}_b(x_i^-)
\end{pmatrix},
\]

(4.18)

where \( t_{ij} \) and \( r_{ij} \) are the complex transmission and reflection coefficients of the incident wave at the interface. They are known as the complex Fresnel coefficients and are derived from the Snell’s law (Eq. 4.2). For the TE-polarisation, the Fresnel coefficients are given by [135]:

\[
\begin{align*}
\frac{n_i \cos \theta_i - n_j \cos \theta_j}{n_i \cos \theta_i + n_j \cos \theta_j} \quad & \frac{n_i \cos \theta_i - n_j \cos \theta_j}{n_i \cos \theta_i + n_j \cos \theta_j} \\
2n_i \cos \theta_i & 1 + r_{ij} = \frac{2n_i \cos \theta_i}{n_i \cos \theta_i + n_j \cos \theta_j},
\end{align*}
\]

(4.19a)
and for the TM-polarisation:

\[ r_{ij} = \frac{E_b(x_i^-)}{E_f(x_i^-)} = \frac{n_j \cos \theta_i - n_i \cos \theta_j}{n_j \cos \theta_i + n_i \cos \theta_j} \quad (4.20a) \]

\[ t_{ij} = \frac{E_f(x_i^+)}{E_f(x_i^-)} = \frac{n_i}{n_j} \left( 1 + r_{ij} \right) = \frac{2n_i \cos \theta_i}{n_i \cos \theta_j + n_j \cos \theta_j} . \quad (4.20b) \]

We can now rewrite Eq. 4.18 to relate \( E_{f,b}(x_i^-) \) and \( E_{f,b}(x_i^+) \):

\[
\begin{pmatrix}
E_f(x_i^-) \\
E_b(x_i^-)
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{t_{ij}} & -\frac{r_{ij}}{t_{ij}} \\
\frac{r_{ij}}{t_{ij}} & t_{ij} - \frac{r_{ij}^2}{t_{ij}}
\end{pmatrix}
\begin{pmatrix}
E_f(x_i^+) \\
E_b(x_i^+)
\end{pmatrix}. \quad (4.21)
\]

Making use of the symmetry relations of the Fresnel coefficients, \( r_{ij} = -r_{ji} \) and \( t_{ij} t_{ji} - r_{ij} r_{ji} = 1 \), Eq. 4.21 becomes:

\[
\begin{pmatrix}
E_f(x_i^-) \\
E_b(x_i^-)
\end{pmatrix}
= \frac{1}{t_{ij}} \begin{pmatrix} 1 & r_{ij} \\ r_{ij} & 1 \end{pmatrix}
\begin{pmatrix}
E_f(x_i^+) \\
E_b(x_i^+)
\end{pmatrix}. \quad (4.22)
\]

Therefore, the transfer matrix \( M_{ij} \) for a wave propagating between interface \( i \) and \( j \) is obtained and reads:

\[ M_{ij} = \frac{1}{t_{ij}} \begin{pmatrix} 1 & r_{ij} \\ r_{ij} & 1 \end{pmatrix}. \quad (4.23) \]

Now, let’s move on to building the transfer matrix \( M_j \) for a wave propagating through a layer \( j \). The relations between the waves before and after an interface for the forward and backward propagating waves are given by:

\[ E_f(x_j^-) = E_f(x_{j-1}) e^{i\delta_j} = E_f(x_{j-1}^+) e^{i \frac{2\pi}{\lambda} n_j d_j \cos \theta_j} \quad (4.24a) \]

\[ E_b(x_j^+) = E_b(x_{j-1}^+) e^{i\delta_j} = E_b(x_j^-) e^{i \frac{2\pi}{\lambda} n_j d_j \cos \theta_j} . \quad (4.24b) \]

where, \( \delta_j \) represents the phase shift angle experimented by the wave after passing layer \( j \), \( d_j \) is the thickness of layer \( j \) and \( n_j \) the complex refractive index of layer \( j \). Thus, the transfer matrix \( M_j \) propagating into layer \( j \) reads:

\[ M_j = \begin{pmatrix} e^{-i\delta_j} & 0 \\ 0 & e^{i\delta_j} \end{pmatrix}. \quad (4.25) \]
4.2. Computational

We can now build the transfer matrix \( T_j \) between two layers \( j \) and \( j + 1 \) by multiplying the interface matrix \( M_{j,j+1} \) and the propagation matrix \( M_j \):

\[
T_j = M_{j,j+1}M_j = \frac{1}{t_{j,j+1}} \begin{pmatrix} 1 & r_{j,j+1} \\ r_{j,j+1} & 1 \end{pmatrix} \begin{pmatrix} e^{-i\delta_j} & 0 \\ 0 & e^{i\delta_j} \end{pmatrix}.
\] (4.26)

Hence, the complete transfer matrix \( \tilde{M} \) for a wave propagating through a structure of \( N \) layers is obtained by multiplying all the individual transfer matrices:

\[
\tilde{M} = \begin{pmatrix} 1 & r_{0,1} \\ r_{0,1} & 1 \end{pmatrix} \frac{1}{t_{0,1}} \prod_{j=1}^{N} T_j.
\] (4.27)

Considering a normalised incident wave (i.e. \( E_f(x_0^-) = 1 \)) and no wave coming from the right side (Fig. 4.14), i.e. \( E_b(x_{N-1}^+) = 0 \), of the multilayer structure, we can rewrite Eq. 4.17 in the following way:

\[
\begin{pmatrix} 1 \\ E_b(x_0^-) \end{pmatrix} = \begin{pmatrix} \tilde{M} & E_f(x_{N-1}^+) \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} \tilde{M}_{00} & \tilde{M}_{01} \\ \tilde{M}_{10} & \tilde{M}_{11} \end{pmatrix} \begin{pmatrix} E_f(x_{N-1}^+) \\ 0 \end{pmatrix}.
\] (4.28)

This leads to the final reflection and transmission coefficient of the layered structure:

\[
t = E_b(x_0^-) = \frac{1}{\tilde{M}_{00}},
\] (4.29a)

\[
r = E_f(x_{N-1}^+) = \frac{\tilde{M}_{10}}{\tilde{M}_{00}}.
\] (4.29b)

The final reflectance \( R \) and transmittance \( T \) of the multilayer structure is derived from the radiant flux density \( I \) (or irradiance) given by [135]:

\[
I = \langle S \rangle_t = \frac{1}{2Z_0}|E_0|^2.
\] (4.30)

where \( \langle S \rangle_t \) is the time-averaged magnitude of the Poynting vector, \( Z_0 \) the vacuum impedance (\( \sqrt{\mu_0/\varepsilon_0} \)) and \( E_0 \) the amplitude of the electric field. This represents the average energy per unit of time crossing a unit area normal to the Poynting vector (\( S = c^2\varepsilon_0 E \times B \)). Let \( I_t, I_r \) and \( I_I \) be the incident, reflected and transmitted flux density, respectively. We can define the reflectance \( R \) and the transmittance
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\( T \) as the ratio of the reflected flux and transmitted flux, respectively, to the incident flux [135]:

\[
R = \frac{I_t}{I_i} \\
T = \frac{I_t \cos \theta}{I_i \cos \theta_0}.
\]

Finally, applying Eqs. 4.30 and 4.31 to the final layer (with no backward light in the final layer), one obtains the reflectance and transmittance, for all polarisations, of the multilayered structure as a function of Eqs. 4.29a and 4.29b:

\[
T_{\text{TE}} = |t|^2 \frac{\text{Re}(n \cos \theta)}{\text{Re}(n_0 \cos \theta_0)} \quad (4.32a) \\
T_{\text{TM}} = |t|^2 \frac{\text{Re}(n \cos \phi)}{\text{Re}(n_0 \cos \phi_0)} \quad (4.32b) \\
R = |r|^2. \quad (4.32c)
\]

By implementing Eqs. 4.2, 4.19, 4.20, 4.27, 4.29 and 4.32 into a computer code, and solving these equations for each wavelength and angle, the simulated optical spectra measured in Papers II–III are computed. To fully simulate the optical properties of a multilayer structure, the only input parameters needed are the wavelength and angle of the incident light, the thicknesses of the layers and their complex refractive indices. In the next section, we will describe how to obtain the complex refractive index of thin metallic layers and organic thin films.

4.2.2 Complex refractive index

Having discussed how to construct the transfer matrix method, the final section of this thesis addresses ways of extracting the complex refractive index of thin films. In order to compute the optical properties of a multilayer structure using a transfer matrix approach (Section 4.2.1), we must determine the complex refractive index of the lossy medium. The wavelength dependent complex refractive index \( \tilde{n}(\lambda) \) is defined as [135, 154]:

\[
\tilde{n}(\lambda) = n(\lambda) + i\kappa(\lambda) \quad (4.33)
\]
where \( \kappa \) is the extinction coefficient, which is non-zero for an absorbing material. In this thesis, we used two different techniques to extract the complex refractive index from absorption measurements: the Kramers-Kronig relations and the Drude-Lorentz relation.

### Kramers-Kronig relations

To obtain the complex refractive index, the extinction coefficient \( \kappa \) can be extracted from absorption measurements. The relation between the extinction coefficient and the measured absorbance is derived from Beer’s law (Eq. 4.7) and given by:

\[
\kappa(\lambda) = \frac{\alpha(\lambda)\lambda}{4\pi} = \frac{A(\lambda)\lambda}{4\pi d} \ln(10),
\]

(4.34)

where, \( \alpha \) is the attenuation coefficient, \( A \) the absorbance and \( d \) the thickness of the layer. Now that the imaginary part of the refractive index is determined, we can obtain the real part of \( \tilde{n} \) by using the famous Kramers-Kronig (KK) relations. Those relations were derived from Kronig’s work on dispersion theory applied on X-rays [155] and Kramers’ work showing that the principle of causality allows the calculation of the real refractive index of a medium from the absorption spectrum [156].

In short, the complex refractive index \( \tilde{n} \) is a holomorphic function in the upper half plane (i.e. positive imaginary part: \( \{x + iy \mid y > 0; x, y \in \mathbb{R}\} \)), hence a Hilbert transform can be applied to relate the extinction coefficient to the real refractive index, known as the KK dispersion relations, and defined as [154, 157, 158]:

\[
\begin{align*}
n(\omega) - 1 &= \frac{2}{\pi} \mathcal{P} \int_0^\infty \frac{\omega' \kappa(\omega')}{\omega'^2 - \omega^2} \, d\omega' \\
\kappa(\omega) &= -\frac{2\omega}{\pi} \mathcal{P} \int_0^\infty \frac{n(\omega') - 1}{\omega'^2 - \omega^2} \, d\omega',
\end{align*}
\]

(4.35a, 4.35b)

where, \( \mathcal{P} \) is the Cauchy principal value and \( \omega \) the frequency. This allows to extract the dispersion relation of an organic thin film from absorption (or transmission) measurements. This method was used in Paper II in order to simulate the
angle-resolved transmission spectrum, using the TMM approach, of Erythrosine B inside a Fabry-Pérot cavity.

**Infrared optical constants**

In order to extract the optical constants of the gold mirrors used in Paper III, a Drude-Lorentz model was used. The complex dielectric function $\varepsilon(\omega)$ can be expressed as a sum of the dielectric functions of the free-electron effects (intraband effects) and the bound-electron effects (interband effects) at a given frequency $\omega$ [135, 159, 160]:

$$\varepsilon(\omega) = \varepsilon_{\text{free}}(\omega) + \varepsilon_{\text{bound}}(\omega).$$

(4.36)

The free-electron part is expressed using a Drude model and reads:

$$\varepsilon_{\text{free}}(\omega) = 1 - \frac{f_0\omega_p^2}{\omega(\omega - i\gamma)}.$$  

(4.37)

where, $f_0$ is the oscillator strength of the intraband transition, $\omega_p$ is the plasma frequency, which describes the oscillations of electrons, and $\gamma$ is the damping constant. The second term in the complex dielectric function arises from the bound electrons and is given by the Lorentz model describing the response of an isotropic dielectric medium subjected to an applied electric field. For each oscillators $f_j$ having a resonant frequency $\omega_j$, with a corresponding damping rate $\gamma_j$, the dielectric function of the bound electrons reads:

$$\varepsilon_{\text{bound}}(\omega) = \sum_{j=1}^{m} \frac{f_j\omega_p^2}{\omega_j^2 - \omega^2 + i\omega\gamma_j}.$$  

(4.38)

Using the Maxwell’s relation for the refractive index in a medium (assuming a non magnetic material at optical frequency) $n = \sqrt{\varepsilon_r\mu_r} = \sqrt{\varepsilon_r}$, one obtains the complex refractive index of the gold mirrors:

$$n(\omega) = \text{Re} \left( \sqrt{\varepsilon(\omega)} \right)$$

$$\kappa(\omega) = \text{Im} \left( \sqrt{\varepsilon(\omega)} \right).$$  

(4.39)
Thus using Eq. 4.33, we can extract the optical constants of gold and use them in the TMM simulation to characterise a multilayer system.

In order to obtain the optical response of an organic compound in the infrared region a multi-Lorentz oscillator model was used, and is given by \[160, 161\]:

\[
\tilde{n}(k) = \sqrt{n_b^2 - \sum_{j=0}^{N} \frac{f_j}{k^2 - k_{0j}^2 + ik\gamma_j}}.
\]

(4.40)

where, \(n_b\) is the background refractive index, \(f_j\) is the oscillator strength, \(k_{0j}\) is the resonant wave vector and \(\gamma_j\) is the damping constant, i.e. the full width at half maximum of the \(j\)th oscillator. Using Eq. 4.40 to fit the infrared spectrum of a compound, we can extract its complex refractive index by taking the real and imaginary part of Eq. 4.40.
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Summary of Research & Outlook

Prediction is very difficult, especially about the future.

Strong light-matter interaction is a phenomenon where light and matter interact within a confined electromagnetic field in resonance with the molecular transition. Consequently, two new hybrid states, known as polaritonic states, will emerge. This thesis focuses on the study of molecular properties in the strong coupling regime as well as developing new methods to increase the coupling strength between light and matter.

To maximise the effect provided by the polaritonics states in chemistry and material sciences, a high coupling strength is required, as shown by theoretical studies. In this thesis, we have shown that aligning the molecular transition dipole moment to the confined electric field increases the Rabi splitting by almost 50% using liquid crystal molecules. The same technique has been used in the visible range achieving huge coupling strengths [49]. Additionally, a hierarchical coupling between a Fabry-Pérot cavity, a localised surface plasmon resonance and a vibrational absorption band is demonstrated. Such system shows almost an order of magnitude increase in the total coupling strength for a nitrile absorption band, and can easily be integrated into microfluidic devices.
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To maximise the effect provided by the polaritonics states in chemistry and material sciences, a high coupling strength is required, as shown by theoretical studies. In this thesis, we have shown that aligning the molecular transition dipole moment to the confined electric field increases the Rabi splitting by almost 50% using liquid crystal molecules. The same technique has been used in the visible range achieving huge coupling strengths [49]. Additionally, a hierarchical coupling between a Fabry-Pérot cavity, a localised surface plasmon resonance and a vibrational absorption band is demonstrated. Such system shows almost an order of magnitude increase in the total coupling strength for a nitrile absorption band, and can easily be integrated into microfluidic devices in which
vibropolaritonic chemical reactions have been performed [162]. Microfluidics’ integration is crucial for applications, therefore planar microcavities must be upscaled to a length scale used in flow chemistry, without reducing the coupling strength. In this spirit, we have shown that a typical Fabry-Pérot cavity can be upscaled without reducing the interaction between light and matter.

Furthermore, exploring the consequences of strong light-matter interaction on photophysical properties are of importance to solve the challenges that our society is facing, such as developing energy efficient organic light emitting devices or organic lasers without organometallic complexes known for their high costs and toxicity [163]. Selective manipulation of excited states in strong coupling regime are demonstrated.

Since the start of my PhD in 2016, the field of vibrational strong coupling has grown from just a few seminal papers in 2015 [164–167] to astonishing developments [122, 168–188]. This opens up an important area of multidisciplinary research that goes back more than forty years. Vibropolaritonic chemistry is rapidly emerging as an exciting field and much has to be done to unleash the full potential of polaritonic states, for example a chemical reaction in a vibrational Bose-Einstein condensate.
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